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LLM usage is ubiquitous
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#TWEETS MENTIONING TASK

Exploding Topics. Number of ChatGPT Users (2025), 25 March 2025. https://explodingtopics.com/blog/chatgpt-users

Filippo Chiarello, Vito Giordano, Irene Spada, Simone Barandoni, Gualtiero Fantoni. Future applications of generative large language models: A data-driven case study on ChatGPT. 

Technovation Volume 133, May 2024, 103002.

Website Total visits

Amazon 3.1 billion

WhatsApp 3.8 billion

X 4.8 billion

ChatGPT 5.2 billion

Wikipedia 7 billion

… …

Google 139.9 billion

https://explodingtopics.com/blog/chatgpt-users
https://www.sciencedirect.com/science/article/pii/S016649722400052X


It is transforming organisations

McKinksey. The state of AI: How organizations are rewiring to capture value. 12 March 2025. 

https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai


And research itself

Zhehui Liao, Maria Antoniak, Inyoung Cheong, Evie Yu-Yen Cheng, Ai-Heng Lee, Kyle Lo, Joseph Chee Chang, Amy X. Zhang. LLMs as Research Tools: A Large Scale Survey of 

Researchers' Usage and Perceptions. ArXiv, abs/2411.05025. 
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Are we seeing the emergence of AGI?

NO



• LLMs show high performance generally, but display several fundamental shortcomings

• Outperform previous models on various NLP tasks on existing benchmarks

- : high dataset contamination -> most test sets seen at training time 

- Drastic performance drops when performing small alterations to wording

Are we seeing the emergence of AGI?



• LLMs show high performance generally, but display several fundamental shortcomings

• Outperform previous models on various NLP tasks on existing benchmarks

- : high dataset contamination -> most test sets seen at training time 

- Drastic performance drops when performing small alterations to wording

• Poor performance on low- and very low-resource languages

• Poor at most types of reasoning

• Many factual errors due to lack of access to an external knowledge base

• Take-aways:

- LLMs are excellent at recitation, not at reasoning

- LLMs are multi-task learners, but not AGI models

Are we seeing the emergence of AGI?

Bang et al. (2023). A Multitask, Multilingual, Multimodal Evaluation of ChatGPT on Reasoning, Hallucination, and Interactivity . In ICJNLP/AAACL 2023.

Yan et al. (2025). Recitation over Reasoning: How Cutting-Edge Language Models Can Fail on Elementary School-Level Reasoning Problems? Arxiv, 

abs/2504.00509, April 2025.

https://aclanthology.org/2023.ijcnlp-main.45/
https://arxiv.org/abs/2504.00509


Factuality Challenges of Large Language Models

Table 1. Factuality challenges in LLMs and their implications for fact-checking.

Factuality Constraint Existing Solutions Opportunities

Citation Gaps

• Complex verification needs29,30

• Potential for misinformation29

• Increased annotation effort29

• Fine-grained factuality annotation benchmarks29,31

• Incorporating external knowledge bases for

source attributability29

• Source attribution: training data vs.

extrapolation

Grounding

Deficiency

• Hallucinations and

incorrectness32

• Fragmentation of information32

• Lack of dynamic and up-to-

date knowledge33

• Fact-verification via web mining32

• Iterative fact-checking and correction32,34

• Modular framework (SmartBook35, Knowledge

Card33)
• Dialectical reasoning for reliable deduction32

• Dynamic integration from diverse domains33

• Check-worthiness before fact-checking
• Combining syntactic and semantic analysis
• Domain-specific content generation capability
• Continuous and collaborative updates
• Multi-domain knowledge synthesis

Truthfulness

• Misinformation spread36

• Increased belief in dubious

headlines17

• Decreased trust in true news17

• FACT-GPT: Automating claim matching by

assessing alignment, contradiction or

relevance to the previously debunked claim36

• Synthetic training data for claim-analysis36

• Transparent communication of AI uncertainty17,37,38

• Engaging users in verification17

• Enhanced early detection
• Customisation of AI fact-checking based on

user preferences
• Increased sharing intents for true headlines

Confident Tone

• Misleading confidence
• Inherent coherence

misinterpreted as authority39

• Complexity of outputs40

• Awareness39,41

• Enhanced model documentation39

• Adoption of ethical frameworks11,39

• Human alignment for balanced response40

• Transparent and trustworthy technologies
• Fostering interdisciplinary collaboration
• Trust enhancement via open-sourcing

Fluent Style

• Generating convincing but

factually incorrect content42

• Increased potential for non-

factual generations43

• Augmenting LLMs with external knowledge

and feedback for accurate responses42

• Dynamic decoding strategies (factual-

nucleus sampling)43,44

• Factuality-enhanced training43

• Enhancing trust with factually accurate, fluent

responses
• Reducing the trade-off between fluency and

factuality
• Leveraging fluency for real-time fact-checking

in dynamic environments

Halo Effect

• Trust misplacement45 • Integrating explainability for sensitive domains46

• Custom factuality instructions46

• Educational initiatives
• Provenance standards
• Regulatory measures

Outdated

Knowledge

• Static nature of LLMs47

• Hallucinations47

• Inconsistency and

invalid information48

• Prohibitive re-training costs49

• Knowledge editing47,48,50–52

• Continual learning47

• Retrieval-enhanced models47

• Dynamic benchmarking48

• Enhanced (real-time) fact-checking tools
• Hybrid approaches (implicit and explicit

knowledge editing)
•Scalable solutions for fact-checking
• Temporal interval estimation of the training

data

Unreliable

Evaluation

• Complexity in assessing factuality53–55

and truthfulness
• Insufficient benchmark datasets56

• Misidentification of emergent abilities57,58

• Mixed performance on misinformation

detection17

• Development of robust metrics59–61

• Addressing biases and limitations62

• Adapting to data drift63

• Accurate ground-truth references
• Improved LLM factuality assessment
• Reliable fact-checking systems
• Enhanced misinformation detection

in evolving domains

conflicting, and fact-conflicting types, exploring sources, evaluation measures, and mitigation strategies while addressing

ethical implications in domains such ashealthcare and law. While these surveys provided extensivecoverage, they primarily

focused on broad categorisations, detection, and mitigation of hallucinations without a specific emphasis on the role of LLMs

in fact-checking.

Although existing surveys broadly covered factuality and hallucination in LLMs, our perspective focuses specifically on the

role of LLMs in fact-checking. We address misinformation risks and enhancement opportunities such as citation gaps and

grounding deficiencies. We further discuss advanced methods such as retrieval-augmented generation and knowledge editing.

We also emphasise ethical AI development and literacy, proposing measures to mitigate the risks. By specifically tackling

malicious uses of LLMs, we propose targeted strategies for improving safety and reliability.

In summary, LLMs have the potential to mislead the public at scale due to their (a) accessibility as substitutes for more

traditional and hard-to-reach sources of trusted information, such as physicians, (b) deployment in environments in which users

have come to expect (and assume) factual accuracy such as search engines, and (c) hallucinatory capabilities and prospects for

malicious use.

Moreover, the datasets used to train these models can introduce biases, magnifying specific viewpoints while suppressing

3/17

Table 1. Factuality challenges in LLMs and their implications for fact-checking.

Factuality Constraint Existing Solutions Oppor tunities

Citation Gaps

• Complex verification needs29,30

• Potential for misinformation29

• Increased annotation effort29

• Fine-grained factuality annotation benchmarks29,31

• Incorporating external knowledge bases for

source attributability29

• Source attribution: training data vs.

extrapolation

Grounding

Deficiency

• Hallucinations and

incorrectness32

• Fragmentation of information32

• Lack of dynamic and up-to-

date knowledge33

• Fact-verification via web mining32

• Iterative fact-checking and correction32,34

• Modular framework (SmartBook35, Knowledge

Card33)
• Dialectical reasoning for reliable deduction32

• Dynamic integration from diverse domains33

• Check-worthiness before fact-checking
• Combining syntactic and semantic analysis
• Domain-specific content generation capability
• Continuous and collaborative updates
• Multi-domain knowledge synthesis

Truthfulness

• Misinformation spread36

• Increased belief in dubious

headlines17

• Decreased trust in true news17

• FACT-GPT: Automating claim matching by

assessing alignment, contradiction or

relevance to the previously debunked claim36

• Synthetic training data for claim-analysis36

• Transparent communication of AI uncertainty17,37,38

• Engaging users in verification17

• Enhanced early detection
• Customisation of AI fact-checking based on

user preferences
• Increased sharing intents for true headlines

Confident Tone

• Misleading confidence
• Inherent coherence

misinterpreted as authority39

• Complexity of outputs40

• Awareness39,41

• Enhanced model documentation39

• Adoption of ethical frameworks11,39

• Human alignment for balanced response40

• Transparent and trustworthy technologies
• Fostering interdisciplinary collaboration
• Trust enhancement via open-sourcing

Fluent Style

• Generating convincing but

factually incorrect content42

• Increased potential for non-

factual generations43

• Augmenting LLMs with external knowledge

and feedback for accurate responses42

• Dynamic decoding strategies (factual-

nucleus sampling)43,44

• Factuality-enhanced training43

• Enhancing trust with factually accurate, fluent

responses
• Reducing the trade-off between fluency and

factuality
• Leveraging fluency for real-time fact-checking

in dynamic environments

Halo Effect

• Trust misplacement45 • Integrating explainability for sensitive domains46

• Custom factuality instructions46

• Educational initiatives
• Provenance standards
• Regulatory measures

Outdated

Knowledge

• Static nature of LLMs47

• Hallucinations47

• Inconsistency and

invalid information48

• Prohibitive re-training costs49

• Knowledge editing47,48,50–52

• Continual learning47

• Retrieval-enhanced models47

• Dynamic benchmarking48

• Enhanced (real-time) fact-checking tools
• Hybrid approaches (implicit and explicit

knowledge editing)
• Scalable solutions for fact-checking
• Temporal interval estimation of the training

data

Unreliable

Evaluation

• Complexity in assessing factuality53–55

and truthfulness
• Insufficient benchmark datasets56

• Misidentification of emergent abilities57,58

• Mixed performance on misinformation

detection17

• Development of robust metrics59–61

• Addressing biases and limitations62

• Adapting to data drift63

• Accurate ground-truth references
• Improved LLM factuality assessment
• Reliable fact-checking systems
• Enhanced misinformation detection

in evolving domains

conflicting, and fact-conflicting types, exploring sources, evaluation measures, and mitigation strategies while addressing

ethical implications in domains such as healthcare and law. While these surveys provided extensive coverage, they primarily

focused on broad categorisations, detection, and mitigation of hallucinations without a specific emphasis on the role of LLMs

in fact-checking.

Although existing surveys broadly covered factuality and hallucination in LLMs, our perspective focuses specifically on the

role of LLMs in fact-checking. We address misinformation risks and enhancement opportunities such as citation gaps and

grounding deficiencies. We further discuss advanced methods such as retrieval-augmented generation and knowledge editing.

We also emphasise ethical AI development and literacy, proposing measures to mitigate the risks. By specifically tackling

malicious uses of LLMs, we propose targeted strategies for improving safety and reliability.

In summary, LLMs have the potential to mislead the public at scale due to their (a) accessibility as substitutes for more

traditional and hard-to-reach sources of trusted information, such as physicians, (b) deployment in environments in which users

have come to expect (and assume) factual accuracy such as search engines, and (c) hallucinatory capabilities and prospects for

malicious use.

Moreover, the datasets used to train these models can introduce biases, magnifying specific viewpoints while suppressing

3/17

Table 1. Factuality challenges in LLMs and their implications for fact-checking.

Factuality Constraint Existing Solutions Oppor tunities

Citation Gaps

• Complex verification needs29,30

• Potential for misinformation29

• Increased annotation effort29

• Fine-grained factuality annotation benchmarks29,31

• Incorporating external knowledge bases for

source attributability29

• Source attribution: training data vs.

extrapolation

Grounding

Deficiency

• Hallucinations and

incorrectness32

• Fragmentation of information32

• Lack of dynamic and up-to-

date knowledge33

• Fact-verification via web mining32

• Iterative fact-checking and correction32,34

• Modular framework (SmartBook35, Knowledge

Card33)
• Dialectical reasoning for reliable deduction32

• Dynamic integration from diverse domains33

• Check-worthiness before fact-checking
• Combining syntactic and semantic analysis
• Domain-specific content generation capability
• Continuous and collaborative updates
• Multi-domain knowledge synthesis

Truthfulness

• Misinformation spread36

• Increased belief in dubious

headlines17

• Decreased trust in true news17

• FACT-GPT: Automating claim matching by

assessing alignment, contradiction or

relevance to the previously debunked claim36

• Synthetic training data for claim-analysis36

• Transparent communication of AI uncertainty17,37,38

• Engaging users in verification17

• Enhanced early detection
• Customisation of AI fact-checking based on

user preferences
• Increased sharing intents for true headlines

Confident Tone

• Misleading confidence
• Inherent coherence

misinterpreted as authority39

• Complexity of outputs40

• Awareness39,41

• Enhanced model documentation39

• Adoption of ethical frameworks11,39

• Human alignment for balanced response40

• Transparent and trustworthy technologies
• Fostering interdisciplinary collaboration
• Trust enhancement via open-sourcing

Fluent Style

• Generating convincing but

factually incorrect content42

• Increased potential for non-

factual generations43

• Augmenting LLMs with external knowledge

and feedback for accurate responses42

• Dynamic decoding strategies (factual-

nucleus sampling)43,44

• Factuality-enhanced training43

• Enhancing trust with factually accurate, fluent

responses
• Reducing the trade-off between fluency and

factuality
• Leveraging fluency for real-time fact-checking

in dynamic environments

Halo Effect

• Trust misplacement45 • Integrating explainability for sensitive domains46

• Custom factuality instructions46

• Educational initiatives
• Provenance standards
• Regulatory measures

Outdated

Knowledge

• Static nature of LLMs47

• Hallucinations47

• Inconsistency and

invalid information48

• Prohibitive re-training costs49

• Knowledge editing47,48,50–52

• Continual learning47

• Retrieval-enhanced models47

• Dynamic benchmarking48

• Enhanced (real-time) fact-checking tools
• Hybrid approaches (implicit and explicit

knowledge editing)
•Scalable solutions for fact-checking
• Temporal interval estimation of the training

data

Unreliable

Evaluation

• Complexity in assessing factuality53–55

and truthfulness
• Insufficient benchmark datasets56

• Misidentification of emergent abilities57,58

• Mixed performance on misinformation

detection17

• Development of robust metrics59–61

• Addressing biases and limitations62

• Adapting to data drift63

• Accurate ground-truth references
• Improved LLM factuality assessment
• Reliable fact-checking systems
• Enhanced misinformation detection

in evolving domains

conflicting, and fact-conflicting types, exploring sources, evaluation measures, and mitigation strategies while addressing

ethical implications in domains such as healthcare and law. While these surveys provided extensive coverage, they primarily

focused on broad categorisations, detection, and mitigation of hallucinations without a specific emphasis on the role of LLMs

in fact-checking.

Although existing surveys broadly covered factuality and hallucination in LLMs, our perspective focuses specifically on the

role of LLMs in fact-checking. We address misinformation risks and enhancement opportunities such as citation gaps and

grounding deficiencies. We further discuss advanced methods such as retrieval-augmented generation and knowledge editing.

We also emphasise ethical AI development and literacy, proposing measures to mitigate the risks. By specifically tackling

malicious uses of LLMs, we propose targeted strategies for improving safety and reliability.

In summary, LLMs have the potential to mislead the public at scale due to their (a) accessibility as substitutes for more

traditional and hard-to-reach sources of trusted information, such as physicians, (b) deployment in environments in which users

havecome to expect (and assume) factual accuracy such as search engines, and (c) hallucinatory capabilities and prospects for

malicious use.

Moreover, the datasets used to train these models can introduce biases, magnifying specific viewpoints while suppressing

3/17

Table 1. Factuality challenges in LLMs and their implications for fact-checking.

Factuality Constraint Existing Solutions Opportunities

Citation Gaps

• Complex verification needs29,30

• Potential for misinformation29

• Increased annotation effort29

• Fine-grained factuality annotation benchmarks29,31

• Incorporating external knowledge bases for

source attributability29

• Source attribution: training data vs.

extrapolation

Grounding

Deficiency

• Hallucinations and

incorrectness32

• Fragmentation of information32

• Lack of dynamic and up-to-

date knowledge33

• Fact-verification via web mining32

• Iterative fact-checking and correction32,34

• Modular framework (SmartBook35, Knowledge

Card33)
• Dialectical reasoning for reliable deduction32

• Dynamic integration from diverse domains33

• Check-worthiness before fact-checking
• Combining syntactic and semantic analysis
• Domain-specific content generation capability
• Continuous and collaborative updates
• Multi-domain knowledge synthesis

Truthfulness

• Misinformation spread36

• Increased belief in dubious

headlines17

• Decreased trust in true news17

• FACT-GPT: Automating claim matching by

assessing alignment, contradiction or

relevance to the previously debunked claim36

• Synthetic training data for claim-analysis36

• Transparent communication of AI uncertainty17,37,38

• Engaging users in verification17

• Enhanced early detection
• Customisation of AI fact-checking based on

user preferences
• Increased sharing intents for true headlines

Confident Tone

• Misleading confidence
• Inherent coherence

misinterpreted as authority39

• Complexity of outputs40

• Awareness39,41

• Enhanced model documentation39

• Adoption of ethical frameworks11,39

• Human alignment for balanced response40

• Transparent and trustworthy technologies
• Fostering interdisciplinary collaboration
• Trust enhancement via open-sourcing

Fluent Style

• Generating convincing but

factually incorrect content42

• Increased potential for non-

factual generations43

• Augmenting LLMs with external knowledge

and feedback for accurate responses42

• Dynamic decoding strategies (factual-

nucleus sampling)43,44

• Factuality-enhanced training43

• Enhancing trust with factually accurate, fluent

responses
• Reducing the trade-off between fluency and

factuality
• Leveraging fluency for real-time fact-checking

in dynamic environments

Halo Effect

• Trust misplacement45 • Integrating explainability for sensitive domains46

• Custom factuality instructions46

• Educational initiatives
• Provenance standards
• Regulatory measures

Outdated

Knowledge

• Static nature of LLMs47

• Hallucinations47

• Inconsistency and

invalid information48

• Prohibitive re-training costs49

• Knowledge editing47,48,50–52

• Continual learning47

• Retrieval-enhanced models47

• Dynamic benchmarking48

• Enhanced (real-time) fact-checking tools
• Hybrid approaches (implicit and explicit

knowledge editing)
•Scalable solutions for fact-checking
• Temporal interval estimation of the training

data

Unreliable

Evaluation

• Complexity in assessing factuality53–55

and truthfulness
• Insufficient benchmark datasets56

• Misidentification of emergent abilities57,58

• Mixed performance on misinformation

detection17

• Development of robust metrics59–61

• Addressing biases and limitations62

• Adapting to data drift63

• Accurate ground-truth references
• Improved LLM factuality assessment
• Reliable fact-checking systems
• Enhanced misinformation detection

in evolving domains

conflicting, and fact-conflicting types, exploring sources, evaluation measures, and mitigation strategies while addressing

ethical implications in domains such ashealthcare and law. While these surveys provided extensivecoverage, they primarily

focused on broad categorisations, detection, and mitigation of hallucinations without a specific emphasis on the role of LLMs

in fact-checking.

Although existing surveys broadly covered factuality and hallucination in LLMs, our perspective focuses specifically on the

role of LLMs in fact-checking. We address misinformation risks and enhancement opportunities such as citation gaps and

grounding deficiencies. We further discuss advanced methods such as retrieval-augmented generation and knowledge editing.

We also emphasise ethical AI development and literacy, proposing measures to mitigate the risks. By specifically tackling

malicious uses of LLMs, we propose targeted strategies for improving safety and reliability.

In summary, LLMs have the potential to mislead the public at scale due to their (a) accessibility as substitutes for more

traditional and hard-to-reach sources of trusted information, such as physicians, (b) deployment in environments in which users

havecome to expect (and assume) factual accuracy such as search engines, and (c) hallucinatory capabilities and prospects for

malicious use.

Moreover, the datasets used to train these models can introduce biases, magnifying specific viewpoints while suppressing

3/17

Table 1. Factuality challenges in LLMs and their implications for fact-checking.

Factuality Constraint Existing Solutions Oppor tunities

Citation Gaps

• Complex verification needs29,30

• Potential for misinformation29

• Increased annotation effort29

• Fine-grained factuality annotation benchmarks29,31

• Incorporating external knowledge bases for

source attributability29

• Source attribution: training data vs.

extrapolation

Grounding

Deficiency

• Hallucinations and

incorrectness32

• Fragmentation of information32

• Lack of dynamic and up-to-

date knowledge33

• Fact-verification via web mining32

• Iterative fact-checking and correction32,34

• Modular framework (SmartBook35, Knowledge

Card33)
• Dialectical reasoning for reliable deduction32

• Dynamic integration from diverse domains33

• Check-worthiness before fact-checking
• Combining syntactic and semantic analysis
• Domain-specific content generation capability
• Continuous and collaborative updates
• Multi-domain knowledge synthesis

Truthfulness

• Misinformation spread36

• Increased belief in dubious

headlines17

• Decreased trust in true news17

• FACT-GPT: Automating claim matching by

assessing alignment, contradiction or

relevance to the previously debunked claim36

• Synthetic training data for claim-analysis36

• Transparent communication of AI uncertainty17,37,38

• Engaging users in verification17

• Enhanced early detection
• Customisation of AI fact-checking based on

user preferences
• Increased sharing intents for true headlines

Confident Tone

• Misleading confidence
• Inherent coherence

misinterpreted as authority39

• Complexity of outputs40

• Awareness39,41

• Enhanced model documentation39

• Adoption of ethical frameworks11,39

• Human alignment for balanced response40

• Transparent and trustworthy technologies
• Fostering interdisciplinary collaboration
• Trust enhancement via open-sourcing

Fluent Style

• Generating convincing but

factually incorrect content42

• Increased potential for non-

factual generations43

• Augmenting LLMs with external knowledge

and feedback for accurate responses42

• Dynamic decoding strategies (factual-

nucleus sampling)43,44

• Factuality-enhanced training43

• Enhancing trust with factually accurate, fluent

responses
• Reducing the trade-off between fluency and

factuality
• Leveraging fluency for real-time fact-checking

in dynamic environments

Halo Effect

• Trust misplacement45 • Integrating explainability for sensitive domains46

• Custom factuality instructions46

• Educational initiatives
• Provenance standards
• Regulatory measures

Outdated

Knowledge

• Static nature of LLMs47

• Hallucinations47

• Inconsistency and

invalid information48

• Prohibitive re-training costs49

• Knowledge editing47,48,50–52

• Continual learning47

• Retrieval-enhanced models47

• Dynamic benchmarking48

• Enhanced (real-time) fact-checking tools
• Hybrid approaches (implicit and explicit

knowledge editing)
•Scalable solutions for fact-checking
• Temporal interval estimation of the training

data

Unreliable

Evaluation

• Complexity in assessing factuality53–55

and truthfulness
• Insufficient benchmark datasets56

• Misidentification of emergent abilities57,58

• Mixed performance on misinformation

detection17

• Development of robust metrics59–61

• Addressing biases and limitations62

• Adapting to data drift63

• Accurate ground-truth references
• Improved LLM factuality assessment
• Reliable fact-checking systems
• Enhanced misinformation detection

in evolving domains

conflicting, and fact-conflicting types, exploring sources, evaluation measures, and mitigation strategies while addressing

ethical implications in domains such as healthcare and law. While these surveys provided extensivecoverage, they primarily

focused on broad categorisations, detection, and mitigation of hallucinations without a specific emphasis on the role of LLMs

in fact-checking.

Although existing surveys broadly covered factuality and hallucination in LLMs, our perspective focuses specifically on the

role of LLMs in fact-checking. We address misinformation risks and enhancement opportunities such as citation gaps and

grounding deficiencies. We further discuss advanced methods such as retrieval-augmented generation and knowledge editing.

We also emphasise ethical AI development and literacy, proposing measures to mitigate the risks. By specifically tackling

malicious uses of LLMs, we propose targeted strategies for improving safety and reliability.

In summary, LLMs have the potential to mislead the public at scale due to their (a) accessibility as substitutes for more

traditional and hard-to-reach sources of trusted information, such as physicians, (b) deployment in environments in which users

have come to expect (and assume) factual accuracy such as search engines, and (c) hallucinatory capabilities and prospects for

malicious use.

Moreover, the datasets used to train these models can introduce biases, magnifying specific viewpoints while suppressing

3/17

Table 1. Factuality challenges in LLMs and their implications for fact-checking.

Factuality Constraint Existing Solutions Oppor tunities

Citation Gaps

• Complex verification needs29,30

• Potential for misinformation29

• Increased annotation effort29

• Fine-grained factuality annotation benchmarks29,31

• Incorporating external knowledge bases for

source attributability29

• Source attribution: training data vs.

extrapolation

Grounding

Deficiency

• Hallucinations and

incorrectness32

• Fragmentation of information32

• Lack of dynamic and up-to-

date knowledge33

• Fact-verification via web mining32

• Iterative fact-checking and correction32,34

• Modular framework (SmartBook35, Knowledge

Card33)
• Dialectical reasoning for reliable deduction32

• Dynamic integration from diverse domains33

• Check-worthiness before fact-checking
• Combining syntactic and semantic analysis
• Domain-specific content generation capability
• Continuous and collaborative updates
• Multi-domain knowledge synthesis

Truthfulness

• Misinformation spread36

• Increased belief in dubious

headlines17

• Decreased trust in true news17

• FACT-GPT: Automating claim matching by

assessing alignment, contradiction or

relevance to the previously debunked claim36

• Synthetic training data for claim-analysis36

• Transparent communication of AI uncertainty17,37,38

• Engaging users in verification17

• Enhanced early detection
• Customisation of AI fact-checking based on

user preferences
• Increased sharing intents for true headlines

Confident Tone

• Misleading confidence
• Inherent coherence

misinterpreted as authority39

• Complexity of outputs40

• Awareness39,41

• Enhanced model documentation39

• Adoption of ethical frameworks11,39

• Human alignment for balanced response40

• Transparent and trustworthy technologies
• Fostering interdisciplinary collaboration
• Trust enhancement via open-sourcing

Fluent Style

• Generating convincing but

factually incorrect content42

• Increased potential for non-

factual generations43

• Augmenting LLMs with external knowledge

and feedback for accurate responses42

• Dynamic decoding strategies (factual-

nucleus sampling)43,44

• Factuality-enhanced training43

• Enhancing trust with factually accurate, fluent

responses
• Reducing the trade-off between fluency and

factuality
• Leveraging fluency for real-time fact-checking

in dynamic environments

Halo Effect

• Trust misplacement45 • Integrating explainability for sensitive domains46

• Custom factuality instructions46

• Educational initiatives
• Provenance standards
• Regulatory measures

Outdated

Knowledge

• Static nature of LLMs47

• Hallucinations47

• Inconsistency and

invalid information48

• Prohibitive re-training costs49

• Knowledge editing47,48,50–52

• Continual learning47

• Retrieval-enhanced models47

• Dynamic benchmarking48

• Enhanced (real-time) fact-checking tools
• Hybrid approaches (implicit and explicit

knowledge editing)
•Scalable solutions for fact-checking
• Temporal interval estimation of the training

data

Unreliable

Evaluation

• Complexity in assessing factuality53–55

and truthfulness
• Insufficient benchmark datasets56

• Misidentification of emergent abilities57,58

• Mixed performance on misinformation

detection17

• Development of robust metrics59–61

• Addressing biases and limitations62

• Adapting to data drift63

• Accurate ground-truth references
• Improved LLM factuality assessment
• Reliable fact-checking systems
• Enhanced misinformation detection

in evolving domains

conflicting, and fact-conflicting types, exploring sources, evaluation measures, and mitigation strategies while addressing

ethical implications in domains such as healthcare and law. While these surveys provided extensive coverage, they primarily

focused on broad categorisations, detection, and mitigation of hallucinations without a specific emphasis on the role of LLMs

in fact-checking.

Although existing surveys broadly covered factuality and hallucination in LLMs, our perspective focuses specifically on the

role of LLMs in fact-checking. We address misinformation risks and enhancement opportunities such as citation gaps and

grounding deficiencies. We further discuss advanced methods such as retrieval-augmented generation and knowledge editing.

We also emphasise ethical AI development and literacy, proposing measures to mitigate the risks. By specifically tackling

malicious uses of LLMs, we propose targeted strategies for improving safety and reliability.

In summary, LLMs have the potential to mislead the public at scale due to their (a) accessibility as substitutes for more

traditional and hard-to-reach sources of trusted information, such as physicians, (b) deployment in environments in which users

have come to expect (and assume) factual accuracy such as search engines, and (c) hallucinatory capabilities and prospects for

malicious use.

Moreover, the datasets used to train these models can introduce biases, magnifying specific viewpoints while suppressing

3/17

Table 1. Factuality challenges in LLMs and their implications for fact-checking.

Factuality Constraint Existing Solutions Oppor tunities

Citation Gaps

• Complex verification needs29,30

• Potential for misinformation29

• Increased annotation effort29

• Fine-grained factuality annotation benchmarks29,31

• Incorporating external knowledge bases for

source attributability29

• Source attribution: training data vs.

extrapolation

Grounding

Deficiency

• Hallucinations and

incorrectness32

• Fragmentation of information32

• Lack of dynamic and up-to-

date knowledge33

• Fact-verification via web mining32

• Iterative fact-checking and correction32,34

• Modular framework (SmartBook35, Knowledge

Card33)
• Dialectical reasoning for reliable deduction32

• Dynamic integration from diverse domains33

• Check-worthiness before fact-checking
• Combining syntactic and semantic analysis
• Domain-specific content generation capability
• Continuous and collaborative updates
• Multi-domain knowledge synthesis

Truthfulness

• Misinformation spread36

• Increased belief in dubious

headlines17

• Decreased trust in true news17

• FACT-GPT: Automating claim matching by

assessing alignment, contradiction or

relevance to the previously debunked claim36

• Synthetic training data for claim-analysis36

• Transparent communication of AI uncertainty17,37,38

• Engaging users in verification17

• Enhanced early detection
• Customisation of AI fact-checking based on

user preferences
• Increased sharing intents for true headlines

Confident Tone

• Misleading confidence
• Inherent coherence

misinterpreted as authority39

• Complexity of outputs40

• Awareness39,41

• Enhanced model documentation39

• Adoption of ethical frameworks11,39

• Human alignment for balanced response40

• Transparent and trustworthy technologies
• Fostering interdisciplinary collaboration
• Trust enhancement via open-sourcing
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How to address factuality issues of LLMs?

Improving consistency
• Self-consistency checking
• Chain-of-thought prompting

• Continual learning
• Knowledge editing

Problems:
• Knowledge editing is difficult

-- Ripple effects of knowledge editing

-- How to even know what knowledge to edit? 
-- Risk of removing long-tail knowledge

• LLMs are not very self-consistent

-- Prompt instability
-- No single ”personality” or ”right answer”



How to address factuality issues of LLMs?

Improving consistency
• Self-consistency checking
• Chain-of-thought prompting

• Continual learning
• Knowledge editing

Problems:
• Knowledge editing is difficult

-- Ripple effects of knowledge editing

-- How to even know what knowledge to edit? 
-- Risk of removing long-tail knowledge

• LLMs are not very self-consistent

-- Prompt instability
-- No single ”personality” or ”right answer”

➢LLMs are used for both creative and information-seeking tasks

➢Knowledge-intensive tasks are highly context-dependent
➢ Internal consistency checking only partly address issues for information-seeking tasks

Augenstein et al. (2024). Factuality Challenges in the Era of Large Language Models. Nature Machine Intelligence, August 2024.

Mizrahi et al. (2024). State of What Art? A Call for Multi-Prompt LLM Evaluation. In TACL. 
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How to address factuality issues of LLMs?

Combination with external knowledge

• Detecting and correcting factual mistakes at inference time

• Modularised knowledge-grounded framework

• Retrieval-augmented generation (RAG)

Gao et al. (2023). Retrieval-Augmented Generation for Large Language Models: A Survey. arxiv:2312.10997.  

https://arxiv.org/abs/2312.10997


How to address factuality issues of LLMs?

Combination with external knowledge

• Detecting and correcting factual mistakes at 

inference time

• Modularised knowledge-grounded framework

• Retrieval-augmented generation (RAG)

➢ Can better take context-dependent nature of queries into account

➢ Retrieving contextual knowledge to augment LLM’s parametric knowledge

➢ Interplay between contextual and parametric knowledge underexplored

➢ When should contextual knowledge overwrite parametric knowledge?

Gao et al. (2023). Retrieval-Augmented Generation for Large Language Models: A Survey. arxiv:2312.10997.  

https://arxiv.org/abs/2312.10997


Overview of Today’s Talk

● Introduction
○ Factuality Challenges of Large Language Models

● Parametric vs Contextual Knowledge Utilisation of Language Models
○ Determining what parametric knowledge influences a LLM’s prediction
○ Revealing conflicts between parametric and contextual knowledge
○ Determining when or how RAG uses contextual knowledge

● Conclusion
○ Wrap-up
○ Outlook



Parametric Knowledge and Attribution Methods

• Parametric Knowledge

• Knowledge acquired during training phase encoded in a LM’s weights

• Our study: change in knowledge acquired during LLM training and task-adaptive 

training for knowledge-intensive tasks (fact checking, QA, natural language inference)

• Attribution Methods unveil LM’s parametric knowledge used to arrive at a prediction

• Previous methods operate on different levels (instance, neuron)

• Studied in isolation

• No consensus as to which methods work best best in which scenarios

We propose a unified evaluation framework that compares two streams of attribution 

methods, to provide a comprehensive understanding of a LM’s inner workings

Haeun Yu, Pepa Atanasova, Isabelle Augenstein. Revealing the Parametric Knowledge of Language Models: A Unified Framework for 

Attribution Methods. In Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (ACL 2024), August 2024.

https://arxiv.org/abs/2404.18655
https://arxiv.org/abs/2404.18655
https://2024.aclweb.org/


Parametric Knowledge and Attribution Methods

Instance Attribution (IA) : Find training instances that influence the parametric 

knowledge used by the model

• Human-interpretable explanation of the model’s encoded parametric knowledge

Neuron Attribution (NA) : Locates specific neurons that hold the most important 

parametric knowledge

• Fine-grained view of which neurons influenced the prediction

Haeun Yu, Pepa Atanasova, Isabelle Augenstein. Revealing the Parametric Knowledge of Language Models: A Unified Framework for 

Attribution Methods. In Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (ACL 2024), August 2024.

https://arxiv.org/abs/2404.18655
https://arxiv.org/abs/2404.18655
https://2024.aclweb.org/


An Evaluation Framework for Attribution Methods

1) Aligning the Results of Attribution Methods
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An Evaluation Framework for Attribution Methods

2) Tests

• Neuron Attribution Faithfulness Tests

• Fine-tuning with Influential Training Instances

Training Instances
sorted by overall influence

10%

30%

50%

70%



Experimental Set-up

• Instance Attribution

• Influence Function (IF) (Koh and Liang, 2017), Gradient Similarity (GS) (Charpiat et al., 2019)

• Neuron Attribution

• The application of Integrated Gradient (Dai et al., 2022)

• Datasets

• AVeriTeC (Fact-checking) / MNLI (Natural language inference) / Commonsense QA (Question 
Answering)

• Models

• opt-125m / Pythia-410m / BLOOM-560m

Haeun Yu, Pepa Atanasova, Isabelle Augenstein. Revealing the Parametric Knowledge of Language Models: A Unified Framework for 

Attribution Methods. In Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (ACL 2024), August 2024.

https://arxiv.org/abs/2404.18655
https://arxiv.org/abs/2404.18655
https://2024.aclweb.org/


Neuron Attribution Faithfulness Tests
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Evaluation metrics

• Random: Randomly select the same number 
of neurons

• Sufficiency: Only use top-1 important neuron

• Comprehensiveness: Block top-100 neurons

Results

• Marginal differences among methods
• Only 1 neuron can recover prediction with above

70% accuracy

➢ Hypothesis: role of attention weights



Fine-tuning with Influential Training Instances

• NA-Instances-Least shows better performance than other least methods

• Counter-intuitive: why would IF-Least perform so well?

➢ Hypothesis: lack of diversity in selected instances



Diversity Analysis on the Group of Influential Training Instances
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➢ NA-Instances-Least results in more diverse instances than Instance Attribution method GS



Diversity Analysis on the Group of Influential Training Instances
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Overlap Analysis of Attribution Methods

Figure 2: Performances with first n% training instances from each attribution method. For -most methods, top n%

training instances are selected. For -least methods, n% of negatively influential training instances from the bottom

of the list are selected.

ent impact on theperformance between n% most in-

fluential training instances and n% least influential

training instances. The biggest gap in the accuracy

achieved between training with the most and least

influential ones is from theNA-Instances method

– an accuracy gap of 0.6 for the AVeriTeC dataset.

However, given that selecting the same proportion

of training instances at random outperforms the

attribution methods, we conclude that the influ-

ential training instances selected by IA methods

(IF, GS) do not provide any benefit for explaining

the performance of the final model. Unexpectedly,

the training instances selected by NA-Instances-

least achievebetter performance in general than the

randomly selected ones on theMNLI dataset. Al-

though NA-Instances-least shows a different trend

on theAVeriTeC and MNLI datasets, it outperforms

other least influential groups. Since the group is

composed of training instances that have minimal

neuron overlapping with the test instances, weat-

tribute this high performance to the instances in

the set selected by NA-Instances-least being more

diverse (as seen in general for instances discovered

by NA-Instances in Table 1) leading to encompass-

ing a more diverse set of the model’s parametric

knowledge.

6 Analysis

Next, we investigate what are the characteristics of

the group of influential training instances and the

group of most important neurons.

Figure 3: % of training instances at the intersection of

the first n% influential instances discovered by a two of

the attribution methods 2 { IF, NA-Instances, and GS} .

6.1 Over lap of the Attr ibution Results

Here we look at the overlap of influential instances

as well as the overlap of the important neurons

discovered by the corresponding attribution meth-

ods. First, we investigate the overlap between the

first n influential training instances discovered by

IF, NA-Instances, and GS, which are then used in

the evaluation framework for fine-tuning with in-

fluential training instances (§3.4). Figure 3 shows

that for IF and GS, the overlap percentage is high

– greater than 80%. This also explains their simi-

lar performance on the fine-tuning with influential

training instances test (§5.3). Furthermore, com-

pared to the instance attribution methods IF and

GS, NA-Instances discoversvery different influen-

% of training instances at the intersection of the first 
n% influential instances discovered by a two of the 
attribution methods ∈ {IF, NA-Instances, and GS} 

- High overlap between two instance 

attribution methods IF and GS
➢ Also explains similar performance on fine-

tuning with influential instances

- NA-Instances discovers very different 

influential instances
- For first 10% of most influential instances 

discovered by each method, NA-Instances 

only shares 10% of instances with IA 
methods IF and GS



Overlap Analysis of Attribution Methods

% of the overlapping top-n important neurons 
discovered by NA and IF-Neurons

- Proportion of unique important neurons 

found by NA is higher than those found by 
IF-Neurons

➢ Similar to findings for the diversity of top-n 

influential training instances

- Most neurons found by IF-Neurons are 
also discovered by NA

➢ NA methods are crucial to reveal the 

source of the parametric knowledge

AVeriTeC MNLI

Cosine Similar ity Loss Vocabulary Input Length Cosine Similar ity Loss Vocabulary Input Length

Coefficient -1 -0.1719 -0.0018 0.036 -0.3741 -0.3563 -0.00005 0.024

Random 0.300 0.2 6977 163.1 0.49 0.30 6950 47.14

GS-most 0.268 0.3 7692 197.5 0.61 0.47 6427 45.98

IF-most 0.266 0.3 7720 198.8 0.64 0.38 6355 45.97

NA-Instances-most 0.388 0.2 6776.0 153.4 0.56 0.52 6881 45.46

GS-least 0.278 1.1 8199 213.5 0.62 0.78 6729 48.46

IF-least 0.279 1.1 8197 211.3 0.62 0.77 6838 48.42

NA-Instances-least 0.245 0.2 7978 204.1 0.45 0.16 6901 46.52

Table 3: Diversity analysis on influential training instances discovered for theMNLI and AVeriTeC datasets with the

OPT-125m model. Four metrics (Cosine Similarity/Loss/Vocabulary/Input Length; §6.2) measure the diversity of

the first n% training instances from each attribution method.

Figure 4: % of the important neurons discovered by

NA and IF-Neurons on the union of the top-n important

neurons.

tial instances. For the first 10% of most influential

instances discovered by each method, we find that

NA-Instances and IF or GShavefewer than 20% in-

stances that arediscovered by both methods, which

amounts to roughly under 2 influential instances.

Second, we present the proportion of overlap-

ping top-n important neurons selected by NA and

IF-Neurons in Figure 4. Results on the overlap of

neurons discovered by NA and GS-Neurons show

similar trends and can be found in Appendix C,

Figure 5. Similar to the diversity of top-n influ-

ential training instances, the proportion of unique

important neurons found by NA is again higher

than those found by IF-Neurons. In addition, we

find that most of the neurons found by IF-Neurons

are included in the set of NA. The analytic results

from both perspectives underscore the potential of

NA methods to reveal the source of the parametric

knowledge.

6.2 Diversity Analysis on the Group of

Influential Training Instances

From theevaluation results in §5.3, wehypothesize

that greater diversity of the influential training in-

stances found by an attribution method yieldsbetter

performance, which we verify here. The hetero-

geneity of different groups of influential training

instances can bemeasured at the lexical and para-

metric levels. To estimate lexical diversity, we

compute the number of unique tokens (Vocabulary

in Table 3) from the group of influential training

instances and the average length of the training

instances (Input Length in Table 3) as model in-

put. The cosine similarity between the influential

instances with the hidden representations from the

last Transformer block (Cosine Similarity in Ta-

ble 3) and the average loss (Loss in Table 3) are

reported to show the parametric diversity of the

selected influential training instances.

Table 3 presents the result of this analysis on

the AVeriTeC dataset and the MNLI dataset with

the OPT-125m model, following the previous sec-

tion. Wefind that the Random and NA-Instances-

least methods that show a performance of 0.55

accuracy from Figure 2 contain more than 6900

unique tokens while other methods with less than

0.40 accuracy have6600 tokens on average. From

the parametric diversity metrics, the methods with

lower performance collect training instances with

a similar distribution of hidden representations and

bigger losses. Furthermore, the least influential

training instances discovered by IA methods have

higher losses compared to the ones discovered by

NA methods. However, we observe that the loss

is not an indicator for the most or least influen-

tial training instances affecting the model’s test set

performance from the NA-Instances perspective.

To verify our findingsstatistically, weimplement



Take-Aways: A Unified Framework for Attribution Methods

• We assess the sufficiency and comprehensiveness of the explanations for 

Instance Attribution and Neuron Attribution with different faithfulness tests

➢ Instance Attribution and Neuron Attribution result in different explanations about 

the knowledge responsible for the test prediction

➢ Faithfulness tests suggest that neurons are not sufficient nor comprehensive 

enough to fully explain the parametric knowledge used for the test prediction

➢ This might be due to the importance of attention weights for encoding knowledge

Haeun Yu, Pepa Atanasova, Isabelle Augenstein. Revealing the Parametric Knowledge of Language Models: A Unified Framework for 

Attribution Methods. In Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (ACL 2024), August 2024.

https://arxiv.org/abs/2404.18655
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https://2024.aclweb.org/
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Fact Dynamicity and Knowledge Conflicts

Sara Vera Marjanović*, Haeun Yu*, Pepa Atanasova, Maria Maistro, Christina Lioma, Isabelle Augenstein. DYNAMICQA: Tracing Internal Knowledge Conflicts in 
Language Models. In Findings of the 2024 Conference on Empirical Methods in Natural Language Processing (EMNLP 2024), November 2024. 

• Knowledge Conflict

• Intra-memory conflict : Conflict caused by contradicting representations of the fact within the 
training data, can cause uncertainty and instability of an LM

• Context-memory conflict : Conflict caused by the context contradicts to the parametric 

knowledge

We investigate the impact of fact dynamicity on LLM output in question answering

Static

Temporal

Dynamic

https://arxiv.org/abs/2407.17023
https://arxiv.org/abs/2407.17023
https://2024.emnlp.org/


DynamicQA

We release a dataset of 11,378 questions and answers.

● We identify temporal relations as relations with >1 edit on Wikidata
● We identify static relations as relations with no edits on Wikidata
● We identify disputable relations as sentences with >1 mutual reversions

on Wikipedia (Controversial topics)

For each relation, we use the edited object as the answer and formulate a 
question.

We retrieve relevant context mentioning the subject and object from 
Wikipedia.



Wikipedia Controversial Topics



How do LMs perform on the dataset?

Models perform best on static questions, with and without context.



How do LMs perform on the dataset?

We see more stubborn instances in the dynamic partitions
-> Why are dynamic facts so stubborn?



Intra-Memory Conflict in Output Distribution



Intra-Memory Conflict in Output Distribution



Intra-Memory Conflict in Output Distribution

Dynamic facts should show greater entropy across objects.

We evaluate this using Semantic Entropy (Kuhn et al, 2023)
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Intra-Memory Conflict in Output Distribution

Dynamic facts should show greater entropy across objects.

We evaluate this using Semantic Entropy (Kuhn et al, 2023)
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However, this is not always the case



Context-Memory Conflict

If we provide context…



Context-Memory Conflict

If we provide context…



Coherent Persuasion Score
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Persuasion Score across Partitions

We see the greatest persuasion score for the static dataset.



Persuasion Score across Partitions

We see the greatest persuasion score for the static dataset.

However, this is successful persuasion, in that the model output distribution 
has been changed.

How far are we from from successful persuasion for dynamic facts?

→ Loss (target answer | question) ( ~ Perplexity )



Loss across Partitions

Loss reflects the likelihood of an output 
given the model’s trained parameters.

A higher loss indicates greater change 
required to steer the LM to output the target 
answer.

It requires more change in the model’s 
parameters to obtain the desired answer for 
temporal and dynamic facts (p<<<10⁻⁵).

This cannot be accomplished by context 
alone.



What impacts Persuasion? Correlates with Persuasion

Temporality (number of edits) was the strongest measured correlate of model 
persuasion.



What impacts Persuasion? Predictors of Persuasion

Number of edits is the strongest,

most consistent negative indicator of model persuasion across models

Logistic regression model to predict if an instance will be stubborn or persuaded



Implications: Knowledge Conflict and Fact Dynamicity

• Temporal and disputable facts, which have greater historical variability (which is expected to 

be reflected in a training dataset, leading to intra-memory conflict):

• Show lower persuasion scores, fewer persuaded instances, more stubborn instances

➢ Are less likely to be updated with context, instead requiring models to be retrained or 

manually edited to reflect changing information.

• Fact dynamicity (number of edits) has a greater impact on a model's likelihood for 

persuasion than a fact's popularity

• Fact popularity often used to guide RAG in previous literature

➢ Other approaches might be required for retrieval augmentation in low-certainty domains

Sara Vera Marjanović*, Haeun Yu*, Pepa Atanasova, Maria Maistro, Christina Lioma, Isabelle Augenstein. DYNAMICQA: Tracing Internal Knowledge Conflicts in 
Language Models. In Findings of the 2024 Conference on Empirical Methods in Natural Language Processing (EMNLP 2024), November 2024. 

https://arxiv.org/abs/2407.17023
https://arxiv.org/abs/2407.17023
https://2024.emnlp.org/
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Context Utilisation of Retrieval-Augmented Generation

• Successful RAG requires

• Retrieval of relevant information

• Successful use of retrieved information by LLM

• Prior work studies these aspects in isolation

• Little understood about characteristics of 

retrieved content; and impact on LLM usage

• Context usage studies use synthetic data

• Do not reflect real-world RAG scenarios

Contributions:

- new dataset to measure realistic context usage (DRUID)

- novel context usage measure (ACU)

- insights into LLMs’ context usage characteristics

Lovisa Hagström, Sara Vera Marjanović, Haeun Yu, Arnav Arora, Christina Lioma, Maria Maistro, Pepa Atanasova, Isabelle Augenstein. 

A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

https://arxiv.org/abs/2412.17031


The capital of 
Japan is 
Stockholm.

Context #1

Q: What is 
the capital of 
Japan?

Query

What is 
George 
Rankin's 
occupation?

George 
Rankin 
graduated 
from Harvard 
Law School in 
2005 and has 
been 
practicing law 
for the past 
15 years…

Context

Query

Is it true that 
“blood pressure 
tracking apps 
can replace a 
cuff”?

Query

Xie et al. (2024)

Our work

The capital of 
Japan is 
definitely 
Stockholm.

Context #2

FULL CLAIM: 
Blood pressure 
tracking apps 
can replace a 
cuff […] Despite 
the way it was 
shown in the 
promotional 
Facebook post, 
there is no 
indication that 
the app is able 
to to measure 
blood pressure. 
Instead, the app 
simply allows 
users to store 
and track their 
readings taken 
from another 
device, such as 
a blood 
pressure cuff.

Context #2

Context characteristics
knowledge conflict  unreliable
assertive                  hedging
generated                

insufficient

CounterFact ConflictQA
DR

UID

Yu et al. (2023) 
Du et al. (2024)

CES 2019: 
Scientists have 
developed a 
blood pressure 
monitoring app 
to replace the 
100-year-old 
cuff. […] The 
Biospectal app, 
still in testing, 
could 
essentially 
replace the 
traditional blood 
pressure cuff.

Context #1

Lovisa Hagström, Sara Vera Marjanović, Haeun Yu, Arnav Arora, Christina Lioma, Maria Maistro, Pepa Atanasova, Isabelle Augenstein. 

A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

https://arxiv.org/abs/2412.17031


DRUID data selection process

• Crawl 7 geographically diverse English language

fact checking datasets for claims

• Collapse labels

• Retrieve relevant evidence pages

• 20 from Google Search, 20 from Bing Search

• De-duplicate results

Lovisa Hagström, Sara Vera Marjanović, Haeun Yu, Arnav Arora, Christina Lioma, Maria Maistro, Pepa Atanasova, Isabelle Augenstein. 

A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

https://arxiv.org/abs/2412.17031


DRUID data selection process

• Chunk and re-compose

• Context compression necessary due to window size constraints

• Automatically chunk into chunks of 200 words max

• Get rerank score with Cohere Rerank model

• Filter out sentences from paragraphs with high overlap, as they only repeat claim

• Aggregate top 3 chunks

• Evidence selection

• 2 pages published before, 2 after the claim date, gold evidence from fact

checking website manually annotated for stance and relevance (DRUID)

• Rest of evidence pages not annotated, but preserved (DRUID+)

Lovisa Hagström, Sara Vera Marjanović, Haeun Yu, Arnav Arora, Christina Lioma, Maria Maistro, Pepa Atanasova, Isabelle Augenstein. 

A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

https://arxiv.org/abs/2412.17031


DRUID data annotation interface

Lovisa Hagström, Sara Vera Marjanović, Haeun Yu, Arnav Arora, Christina Lioma, Maria Maistro, Pepa Atanasova, Isabelle Augenstein. 

A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

https://arxiv.org/abs/2412.17031


DRUID dataset

Lovisa Hagström, Sara Vera Marjanović, Haeun Yu, Arnav Arora, Christina Lioma, Maria Maistro, Pepa Atanasova, Isabelle Augenstein. 

A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

https://arxiv.org/abs/2412.17031


DRUID content characteristics

Lovisa Hagström, Sara Vera Marjanović, Haeun Yu, Arnav Arora, Christina Lioma, Maria Maistro, Pepa Atanasova, Isabelle Augenstein. 

A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

• Context-memory conflicts less prevalent in real-world scenarios

• Measured as share of samples for which the stance of the provided evidence conflicts 

with the parametric model prediction (no context or evidence provided)

• For Llama 3.1 8B, e.g.:

• CounterFact: 97.41% of supporting evidence

• ConflictQA: 71.16% of refuting evidence

• DRUID: 58.09% of supporting evidence

• Overall, rates of memory conflicts sizably lower for DRUID than for synthetic datasets

https://arxiv.org/abs/2412.17031


DRUID content characteristics ctd

Lovisa Hagström, Sara Vera Marjanović, Haeun Yu, Arnav Arora, Christina Lioma, Maria Maistro, Pepa Atanasova, Isabelle Augenstein. 

A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

https://arxiv.org/abs/2412.17031


Context utilisation of RAG

Lovisa Hagström, Sara Vera Marjanović, Haeun Yu, Arnav Arora, Christina Lioma, Maria Maistro, Pepa Atanasova, Isabelle Augenstein. 

A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

• Context usage (ACU score): 

• Re-scaled difference in salient token

probability for difference labels for a claim

between settings with vs. without evidence

• Synthetic datasets:

• Over-prefer supporting evidence

• Context repulsion for refuting evidence

• Generated automatically -> aligned with 

parametric memory

• Real-world dataset:

• Context utlisation and repulsion both lower

https://arxiv.org/abs/2412.17031


Influence of content characteristics on RAG

• Context from fact-check sources -> high ACU

• Higher rate of assertive and to-the-point language

• More direct discussion of claims with multiple arguments -> more convincing to LM

• Similarly for ‘Pub. after claim’ and ‘Gold source’



Influence of content characteristics on RAG

• References to external sources: low correlations with ACU

• Confirms findings of previous work, showing LLM are insensitive to references to 

external sources



Influence of content characteristics on RAG

• Correlations with claim-evidence similarity properties low for DRUID

• LLMs prioritise contexts with high query-context similarity -> more difficult in real-

world RAG setting



Influence of content characteristics on RAG

• LLMs less faithful to long contexts



Take-Aways: Context Utilisation of RAG

• Characteristics of context usage:

• Synthetic datasets oversell the impact of 

certain context characteristics (e.g. knowledge 

conflicts), which are rare in retrieved data

• Synthetic data exaggerates ‘context repulsion’ 

-> rarer for realistic data

• No singleton context characteristic indicating 

RAG failure in real-world settings

• Overall:

• Reality check on LLM context usage 

• Need for real-world aligned studies to 

understand and improve context use for RAG

Lovisa Hagström, Sara Vera Marjanović, Haeun Yu, Arnav Arora, Christina Lioma, Maria Maistro, Pepa Atanasova, Isabelle Augenstein. 

A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

https://arxiv.org/abs/2412.17031
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Wrap-Up: Utilisation of Knowledge by LLMs

● How to know what parametric knowledge influences a LLM’s prediction?
○ Attribution methods can determine knowledge responsible for prediction
○ More work needed to establish their reliability

● How to reveal conflicts between parametric and contextual knowledge?
○ Diagnostic test sets with real+counterfactual evidence can reveal how easily a 

model is persuaded by contextual evidence
○ Models tend to be more stubborn for static than for dynamic facts

● How to know when or how a LLM actually uses retrieved contextual knowledge?
○ Comparison of token prediction probabilities with and without evidence
○ Context repulsion much more common for synthetic (LLM generated) evidence
○ LLMs more likely to use easy to understand sources



Wrap-Up: Factuality Issues of LLMs

Those […] who had been around for a long time, can see old ideas 

reappearing in new guises […]. But the new costumes are better 

made, of better materials, as well as more becoming: so research is 

not so much going round in circles as ascending a spiral. 

(Karen Spärk Jones, 1994)

Yan et al. (2025). Recitation over Reasoning: How Cutting-Edge Language Models Can Fail on Elementary School-Level Reasoning Problems? Arxiv, abs/2504.00509, April 2025.

Petroni et al. (2019). Language Models as Knowledge Bases?. EMNLP-IJCNLP 2019.

Hagström et al. (2019). A Reality Check on Context Utilisation for Retrieval-Augmented Generation. CoRR, abs/2412.17031, December 2024. 

Augenstein et al (2019). Mult iFC: A Real-World Multi-Domain Dataset for Evidence-Based Fact Checking of Claims. EMNLP-IJCNLP 2019.

● LLMs are excellent at recitation, not at reasoning (Yan et al., 2025)

○ The same could be observed for PLMs (Petroni et al., 2019)
● LLM+RAG-based automatic fact checking models prioritise easy-to-understand 

sources (Hagström et al., 2025)

○ The same could be observed for PLMs (Augenstein et al., 2019)

https://substack.com/redirect/33929337-928e-4a2e-b838-0276e9202c61?j=eyJ1IjoiYXFreXIifQ.JeyMlu2f6h5kx9vDOcvSOge3GSl0_CJKPuzFXFbsq-k
https://arxiv.org/abs/2504.00509
https://aclanthology.org/D19-1250/
https://arxiv.org/abs/2412.17031
http://arxiv.org/abs/1909.03242


Outlook

● Short and medium-term:
○ Explainability meets RAG
○ Larger-scale comparison of impact of 

knowledge conflicts
○ Impact of retriever on context use
○ Importance of query context
○ When should context overwrite LLM 

memory?

● Long-term:
○ LLM scale-up can only achieve so much
○ Revisiting when/how to use LLMs
○ Environmental considerations of LLM 

usage
○ Next architectural revolution?
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CopeNLU Lab



Thank you for 
your attention!

Questions?


	Slide 1
	Slide 2: LLM usage is ubiquitous
	Slide 3: It is transforming organisations
	Slide 4: And research itself
	Slide 5: And research itself
	Slide 6: Are we seeing the emergence of AGI?
	Slide 7: Are we seeing the emergence of AGI?
	Slide 8: Are we seeing the emergence of AGI?
	Slide 9: Factuality Challenges of Large Language Models
	Slide 10: LLM Usages – Benefits vs Risks
	Slide 11: LLM Usages – Benefits vs Risks
	Slide 12: How to address factuality issues of LLMs?
	Slide 13: How to address factuality issues of LLMs?
	Slide 14: How to address factuality issues of LLMs?
	Slide 15: How to address factuality issues of LLMs?
	Slide 16: Overview of Today’s Talk
	Slide 17: Parametric Knowledge and Attribution Methods
	Slide 18: Parametric Knowledge and Attribution Methods
	Slide 19: An Evaluation Framework for Attribution Methods
	Slide 20: An Evaluation Framework for Attribution Methods
	Slide 21: Experimental Set-up
	Slide 22: Neuron Attribution Faithfulness Tests
	Slide 23: Fine-tuning with Influential Training Instances
	Slide 24: Diversity Analysis on the Group of Influential Training Instances
	Slide 25: Diversity Analysis on the Group of Influential Training Instances
	Slide 26: Overlap Analysis of Attribution Methods
	Slide 27: Overlap Analysis of Attribution Methods
	Slide 28: Take-Aways: A Unified Framework for Attribution Methods
	Slide 29: Overview of Today’s Talk
	Slide 30: Fact Dynamicity and Knowledge Conflicts
	Slide 31: DynamicQA
	Slide 32: Wikipedia Controversial Topics
	Slide 33: How do LMs perform on the dataset?
	Slide 34: How do LMs perform on the dataset?
	Slide 35: Intra-Memory Conflict in Output Distribution
	Slide 36: Intra-Memory Conflict in Output Distribution
	Slide 37: Intra-Memory Conflict in Output Distribution
	Slide 38: Intra-Memory Conflict in Output Distribution
	Slide 39: Intra-Memory Conflict in Output Distribution
	Slide 40: However, this is not always the case
	Slide 41: Context-Memory Conflict
	Slide 42: Context-Memory Conflict
	Slide 43: Coherent Persuasion Score
	Slide 44: Persuasion Score across Partitions
	Slide 45: Persuasion Score across Partitions
	Slide 46: Loss across Partitions
	Slide 47: What impacts Persuasion? Correlates with Persuasion
	Slide 48: What impacts Persuasion? Predictors of Persuasion
	Slide 49: Implications: Knowledge Conflict and Fact Dynamicity
	Slide 50: Overview of Today’s Talk
	Slide 51: Context Utilisation of Retrieval-Augmented Generation
	Slide 52
	Slide 53: DRUID data selection process
	Slide 54: DRUID data selection process
	Slide 55: DRUID data annotation interface
	Slide 56: DRUID dataset
	Slide 57: DRUID content characteristics
	Slide 58: DRUID content characteristics ctd
	Slide 59: Context utilisation of RAG
	Slide 60: Influence of content characteristics on RAG
	Slide 61: Influence of content characteristics on RAG
	Slide 62: Influence of content characteristics on RAG
	Slide 63: Influence of content characteristics on RAG
	Slide 64: Take-Aways: Context Utilisation of RAG
	Slide 65: Overview of Today’s Talk
	Slide 66: Wrap-Up: Utilisation of Knowledge by LLMs
	Slide 67: Wrap-Up: Factuality Issues of LLMs
	Slide 68: Outlook
	Slide 69: References
	Slide 70: CopeNLU Lab 
	Slide 71

