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Overview: Gender Bias Research in Natural Language Processing

Karolina Stańczak, Isabelle Augenstein. A Survey on Gender Bias in Natural Language Processing. CoRR, abs/2112.14168, December 2021. 

https://arxiv.org/abs/2112.14168


Overview: Gender Bias Research in Natural Language Processing

● What is gender?

○ Grammatical gender of nouns -- in simplest case, masculine vs feminine)

○ Referential gender: gender that is expressed, inferred and used by a perceiver to 
classify a referent – often masculine, feminine, neuter

○ Lexical gender: existence of lexical units carrying the property of gender, male- or 
female-specific words such as father and waitress

○ (Bio-)social gender: imposition of gender roles or traits based on phenotype, 
social and cultural norms, gender expression, and identity (such as gender roles)

Karolina Stańczak, Isabelle Augenstein. A Survey on Gender Bias in Natural Language Processing. CoRR, abs/2112.14168, December 2021. 

https://arxiv.org/abs/2112.14168


Overview: Gender Bias Research in Natural Language Processing

● Emergence of gender bias in text

○ Overall: use of words or syntactic constructs that connote or imply an inclination
or prejudice against one gender

○ Structural bias: arises when the construction of sentences shows patterns closely
tied to the presence of gender bias

■ Gender generalisation (i.e., when a gender-neutral term is assumed to refer to a specific
gender based on some (stereotypical) assumptions)
● ”A programmer must always carry his laptop with him.” 

■ Explicit labelling of sex
● ” There’s a reason the airplane stewardess asks you to put on your own oxygen mask 

before trying to help anyone else with theirs.”

Karolina Stańczak, Isabelle Augenstein. A Survey on Gender Bias in Natural Language Processing. CoRR, abs/2112.14168, December 2021. 

https://arxiv.org/abs/2112.14168


Overview: Gender Bias Research in Natural Language Processing

● Emergence of gender bias in text

○ Contextual bias: tone, words used, or context of a sentence. Cannot be observed
through grammatical structure but requires contextual background information 
and human perception. 

■ Societal stereotypes (which showcase traditional gender roles that reflect social norms)
● ”The event was kid-friendly for all mothers working in the company.” 

■ Behavioural stereotypes (attributes and traits used to describe a specific person or gender)
● ”Mary must love dolls because all girls like playing with them.” 

Karolina Stańczak, Isabelle Augenstein. A Survey on Gender Bias in Natural Language Processing. CoRR, abs/2112.14168, December 2021. 

https://arxiv.org/abs/2112.14168


Overview: Gender Bias Research in Natural Language Processing

● Why is it important to study gender bias detection? 

○ Social science research mainly on smaller phenomena 

○ New research possible using computational methods 

■ Detection can be scaled up using NLP methods 

■ Different types of gender bias can be quantified 

■ New research questions can be answered 

Karolina Stańczak, Isabelle Augenstein. A Survey on Gender Bias in Natural Language Processing. CoRR, abs/2112.14168, December 2021. 

https://arxiv.org/abs/2112.14168


Overview: Gender Bias Research in Natural Language Processing

● Why is it important to study gender bias detection? 

○ Implications on downstream usage

■ Gender gap: Available texts mainly discuss and quote men, which leads to biased corpora
for training NLP models including LLMs

■ Representation harm: Associations between gender with certain concepts are captured in 
representations of words/sentences and model parameters

■ Allocation harm: Models often perform better on data associated with the majority gender

○ Biases in text -> biases in LLMs -> biases in downstream applications -> 
reinforcement of human biases 

Karolina Stańczak, Isabelle Augenstein. A Survey on Gender Bias in Natural Language Processing. CoRR, abs/2112.14168, December 2021. 

https://arxiv.org/abs/2112.14168


Quantifying Societal Biases Towards Entities

● Overview: Gender Bias in NLP (Preprint, 2022)

● Detecting Gender Biases in Text
○ Correlations between adjective/verb choice and noun gender (ACL 2019)

○ Towards politicians on Reddit (PLoS One, October 2023) and 
on Twitter / X (Preprint, 2023)

○ Measuring intersectional biases in historical documents (ACL 2023)

● Quantifying Societal Biases In Language Models
○ Gender bias in multilingual language models, politicians (PLoS One, June 2023)

○ Multiple social biases in language models, any entity (Preprint, 2023)



Quantifying Societal Biases Towards Entities

Text or LM Bias Targets Domain Languages Bias Types
Hoyle et al. 2019 Text Common nouns Books English Gender
Marjanovic et al. 2022 Text Politicians Reddit English Gender
Golovchenko et al. 2023 Text Politicians Twitter / X 65 languages Gender
Borenstein et al. 2023 Text People Historical 

newspapers from 
colonial period

English Gender
Race

Stańczak et al. 2023 LM Politicians Multi-domain 7 languages Gender
Manerba et al. 2023 LM Societal groups Multi-domain English Gender 

Religion  
Disability 
Nationality 



Detecting Gender
Biases in Text

11
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Measure differences in syntactic collocations

8 Paraphrase of Orczy, B. 1908. The Old Man in the Corner. 

Pl. Fem. Noun

Waitresses giggled
Verb

one corner 8

Noun Phrase

in
Adp.

nsubj prep pobj

Measuring Gendered Language In Text

Alexander Hoyle, Lawrence Wolf-Sonkin, Hanna Wallach, Isabelle Augenstein, Ryan Cotterell. Unsupervised Discovery of Gendered 
Language through Latent-Variable Modeling. Proceedings of the Annual Meeting of the Association for Computational Linguistics (ACL 
2019), August 2019.

https://www.aclweb.org/anthology/P19-1167
https://www.aclweb.org/anthology/P19-1167
http://acl2019.org/
http://acl2019.org/
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Model: a joint representation of nouns, 
adjectives or verbs, and sentiment

nWaitresses sPOS

Giggled 𝜈

p( 𝜈, n, s ) = p( 𝜈 | n, s ) p( s | n ) p( n )

Corpus is that of Goldberg and 
Orwant (2013)

~3.5 million books 
~11 billion words
Years 1900-2008

Measuring Gendered Language In Text

Alexander Hoyle, Lawrence Wolf-Sonkin, Hanna Wallach, Isabelle Augenstein, Ryan Cotterell. Unsupervised Discovery of Gendered 
Language through Latent-Variable Modeling. Proceedings of the Annual Meeting of the Association for Computational Linguistics (ACL 
2019), August 2019.

https://www.aclweb.org/anthology/P19-1167
https://www.aclweb.org/anthology/P19-1167
http://acl2019.org/
http://acl2019.org/
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Components: a noun vector of lexical features

p( 𝜈, n, s ) = p( 𝜈 | n, s ) p( s | n ) p( n )

[ WAITER, FEM, PL ]

[ WAITER, MASC, S ]

Waitresses

Waiter

n ∈ 𝒢 fn  ∈ {0, 1}T

[ ..., 1, 1 ]

[ ..., 0, 0 ]

Measuring Gendered Language In Text

Alexander Hoyle, Lawrence Wolf-Sonkin, Hanna Wallach, Isabelle Augenstein, Ryan Cotterell. Unsupervised Discovery of Gendered 
Language through Latent-Variable Modeling. Proceedings of the Annual Meeting of the Association for Computational Linguistics (ACL 
2019), August 2019.

https://www.aclweb.org/anthology/P19-1167
https://www.aclweb.org/anthology/P19-1167
http://acl2019.org/
http://acl2019.org/
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Components: neighbors and categorical 
sentiment

p( 𝜈, n, s ) = p( 𝜈 | n, s ) p( s | n ) p( n )

𝜈 ∈ 𝒱 waitresses giggled

nsubj

killed the boy

dobj

bearded man

amod

s ∈ 𝒮 = {POS, NEG, NEU}

Measuring Gendered Language In Text

Alexander Hoyle, Lawrence Wolf-Sonkin, Hanna Wallach, Isabelle Augenstein, Ryan Cotterell. Unsupervised Discovery of Gendered 
Language through Latent-Variable Modeling. Proceedings of the Annual Meeting of the Association for Computational Linguistics (ACL 
2019), August 2019.

https://www.aclweb.org/anthology/P19-1167
https://www.aclweb.org/anthology/P19-1167
http://acl2019.org/
http://acl2019.org/
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A teaser: stark differences that align with intuition

Hostile
Violent
Abusive
Brutal

Flourish
Kill

Praise
Kill

Helpless
Disagreeable
Unmarried
Widowed

Giggle
Gossip

Eye
Woo

👨 👩

nsubj

dobj

amod

Measuring Gendered Language In Text

Alexander Hoyle, Lawrence Wolf-Sonkin, Hanna Wallach, Isabelle Augenstein, Ryan Cotterell. Unsupervised Discovery of Gendered 
Language through Latent-Variable Modeling. Proceedings of the Annual Meeting of the Association for Computational Linguistics (ACL 
2019), August 2019.

Overall results: stark gender differences that align with human intuition

https://www.aclweb.org/anthology/P19-1167
https://www.aclweb.org/anthology/P19-1167
http://acl2019.org/
http://acl2019.org/
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Female bodies receive disproportionate attention

“Cute”9

BODY 0.78

FEELING 0.05

BEHAVIOR 0.04

SUBSTANCE 0.03

SOCIAL 0.02

9 Tsvetkov et al, 2014

Measuring Gendered Language In Text

Alexander Hoyle, Lawrence Wolf-Sonkin, Hanna Wallach, Isabelle Augenstein, Ryan Cotterell. Unsupervised Discovery of Gendered 
Language through Latent-Variable Modeling. Proceedings of the Annual Meeting of the Association for Computational Linguistics (ACL 
2019), August 2019.

https://www.aclweb.org/anthology/P19-1167
https://www.aclweb.org/anthology/P19-1167
http://acl2019.org/
http://acl2019.org/


18

“BODY” also a more likely NSUBJ verb category

Measuring Gendered Language In Text

Alexander Hoyle, Lawrence Wolf-Sonkin, Hanna Wallach, Isabelle Augenstein, Ryan Cotterell. Unsupervised Discovery of Gendered 
Language through Latent-Variable Modeling. Proceedings of the Annual Meeting of the Association for Computational Linguistics (ACL 
2019), August 2019.

https://www.aclweb.org/anthology/P19-1167
https://www.aclweb.org/anthology/P19-1167
http://acl2019.org/
http://acl2019.org/
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Caveats

Ignore speaker & source (e.g., fiction or nonfiction)

Language changes over time, in particular that relating 
to gender11

Reporting bias (“Black sheep”12)

Limited to binary gender

11 Underwood et al. (2018)
12 Meg Mitchell 

Measuring Gendered Language In Text

Alexander Hoyle, Lawrence Wolf-Sonkin, Hanna Wallach, Isabelle Augenstein, Ryan Cotterell. Unsupervised Discovery of Gendered 
Language through Latent-Variable Modeling. Proceedings of the Annual Meeting of the Association for Computational Linguistics (ACL 
2019), August 2019.

Not linked to entities

https://www.aclweb.org/anthology/P19-1167
https://www.aclweb.org/anthology/P19-1167
http://acl2019.org/
http://acl2019.org/


Detecting Gender Biases Towards Politicians on Social Media

Sara Marjanovic, Karolina Stańczak, Isabelle Augenstein. Quantifying Gender Biases Towards Politicians on Reddit. PLoS ONE, October 2022. 

● Goal: measuring real-world gender biases on social media

○ Quantifying political gender gap on Reddit
■ Linguistic as well as extra-linguistic cues 
■ Nuanced analysis of gender bias 

○ Measuring scope and nature of gender bias on Twitter towards ambassadors 
■ Systematic, global analysis
■ Large-scale massively cross-lingual study 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0274317
https://journals.plos.org/plosone/


Detecting Gender Biases Towards Politicians on Social Media

Sara Marjanovic, Karolina Stańczak, Isabelle Augenstein. Quantifying Gender Biases Towards Politicians on Reddit. PLoS ONE, October 2022. 

Bias Measures:

● There is less visibility of women in the media (Coverage biases)
○ To obtain a Wikipedia page, women must be more notable
○ Articles are shorter and less edited

● Women are peripheral figures in a core network of men 
(Combinatorial biases)
○ Male pages are more central
○ Women are described by their male relations and are more likely to be linked to 

men than vice versa
○ Also known as “Smurfette Principle” 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0274317
https://journals.plos.org/plosone/


Detecting Gender Biases Towards Politicians on Social Media

Sara Marjanovic, Karolina Stańczak, Isabelle Augenstein. Quantifying Gender Biases Towards Politicians on Reddit. PLoS ONE, October 2022. 

Bias Measures:

● Women face “benevolent sexism” (Sentiment biases)
○ Language used to describe women shows higher sentiment
○ At the cost of women also being described as weak, submissive or childish

● There is a patterned difference in words used to describe men and 
women (Lexical biases)
○ Men are more likely to be described  in relation to their profession
○ Women are described by their gender, relationships, and families 
○ Women are described by their appearance and emotionality

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0274317
https://journals.plos.org/plosone/


Detecting Gender Biases Towards Politicians on Social Media

Sara Marjanovic, Karolina Stańczak, Isabelle Augenstein. Quantifying Gender Biases Towards Politicians on Reddit. PLoS ONE, October 2022. 

Coverage biases: Are people equally interested in male and female politicians?

Combinatorial biases: Are female politicians treated as token women in 
networks of powerful men?

Nominal biases: Are male and female politicians named with equal respect?

Sentimental biases: Is equivalent sentiment expressed towards male and female 
politicians? If not, is it at the cost of one’s perceived authority?

Lexical biases: Is there a patterned difference in the language used to describe 
male and female politicians?

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0274317
https://journals.plos.org/plosone/


Detecting Gender Biases Towards Politicians on Social Media

Sara Marjanovic, Karolina Stańczak, Isabelle Augenstein. Quantifying Gender Biases Towards Politicians on Reddit. PLoS ONE, October 2022. 

Coverage biases: Are people equally interested in male and female politicians?

Combinatorial biases: Are female politicians treated as token women in 
networks of powerful men?

Nominal biases: Are male and female politicians named with equal respect?

Sentimental biases: Is equivalent sentiment expressed towards male and female 
politicians? If not, is it at the cost of one’s perceived authority?

Lexical biases: Is there a patterned difference in the language used to describe 
male and female politicians?

How significant are these observed biases?

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0274317
https://journals.plos.org/plosone/


Detecting Gender Biases Towards Politicians on Social Media

Sara Marjanovic, Karolina Stańczak, Isabelle Augenstein. Quantifying Gender Biases Towards Politicians on Reddit. PLoS ONE, October 2022. 

Data: 
- Wikidata – list of all politicians 

(316,743)
- 259,165 cis-male
- 57,502 cis-female
- 76 entities outside of the cisgender binary (not 

included in experiments)

- Reddit comments (2018-2020), each 
mentioning at least one politician

- Preprocessing: parsing, coreference 
resolution, entity linking

- 13.8M comments

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0274317
https://journals.plos.org/plosone/


Detecting Gender Biases Towards Politicians on Social Media

Sara Marjanovic, Karolina Stańczak, Isabelle Augenstein. Quantifying Gender Biases Towards Politicians on Reddit. PLoS ONE, October 2022. 

Nominal biases

Male politician have 8.14 times 
greater odds to be named by 
surname only 

Women have 15.24 times greater 
odds to be named by first name only

Women have odds 3.38 times greater 
to be named using their full name

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0274317
https://journals.plos.org/plosone/


Detecting Gender Biases Towards Politicians on Social Media

Sara Marjanovic, Karolina Stańczak, Isabelle Augenstein. Quantifying Gender Biases Towards Politicians on Reddit. PLoS ONE, October 2022. 

Lexical biases

Sense:
● Label
● Profession
● Political belief
● Attribute

Sentiment:
● Negative
● Neutral
● Positive

● Body
● Family
● Clothing
● Other

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0274317
https://journals.plos.org/plosone/


Detecting Gender Biases Towards Politicians on Social Media

Sara Marjanovic, Karolina Stańczak, Isabelle Augenstein. Quantifying Gender Biases Towards Politicians on Reddit. PLoS ONE, October 2022. 

Take-aways

• Female politicians much more likely to be named by just their first name 
• Female politicians overwhelmingly more likely to be described in relation to their 

body, clothing and family 
• Men are more likely to contain descriptions of their profession or ideology 

• No meaningful difference in expressed sentiment and power levels 
• Relatively equal public interest in male and female politicians 
• Heterophily in discussion of male and female politicians, but women also more likely to 

be discussed in the context of other women than expected by random chance 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0274317
https://journals.plos.org/plosone/


Detecting Gender Biases Towards Politicians on Social Media

Research question: What is the scope and nature of gender bias on Twitter targeted 
towards women ambassadors? 

Contributions: 
• First systematic, global analysis of how women diplomats are treated online 
• Massively multilingual study of gender bias on Twitter 

Data: Finding ambassadors on Twitter
• ~12,000 Ambassadors -- automatically retrieved from Europa World Plus (+ auxiliary sources) + 

manually found on Twitter
• Automatically retrieved ~1M retweets, 500k direct replies in 65 languages 

Yevgeniy Golovchenko, Karolina Stańczak, Rebecca Adler-Nissen, Patrice Wangen, Isabelle Augenstein. Do Women Diplomats Receive More 
Negativity, Gendered Language, and are They Less Visible than their Male Colleagues? Preprint, June 2023.



Detecting Gender Biases Towards Politicians on Social Media

Yevgeniy Golovchenko, Karolina Stańczak, Rebecca Adler-Nissen, Patrice Wangen, Isabelle Augenstein. Do Women Diplomats Receive More 
Negativity, Gendered Language, and are They Less Visible than their Male Colleagues? Preprint, June 2023.



Detecting Gender Biases Towards Politicians on Social Media

Hypotheses

H1: Women diplomats are less visible on Twitter than male diplomats

H2: Women diplomats face more negative responses than their male counterparts. 

H2.1 The gender bias expressed through negative tweets is stronger among diplomats with 
higher visibility on Twitter. 

H2.2 The abovementioned bias increases when women write more negative tweets. 

H3: Diplomats are targeted with gendered language tweets

Yevgeniy Golovchenko, Karolina Stańczak, Rebecca Adler-Nissen, Patrice Wangen, Isabelle Augenstein. Do Women Diplomats Receive More 
Negativity, Gendered Language, and are They Less Visible than their Male Colleagues? Preprint, June 2023.



Detecting Gender Biases Towards Politicians on Social Media

Hypotheses

H1: Women diplomats are less visible on Twitter than male diplomats

Yevgeniy Golovchenko, Karolina Stańczak, Rebecca Adler-Nissen, Patrice Wangen, Isabelle Augenstein. Do Women Diplomats Receive More 
Negativity, Gendered Language, and are They Less Visible than their Male Colleagues? Preprint, June 2023.



Detecting Gender Biases Towards Politicians on Social Media

Hypotheses

H3: Diplomats are targeted with 
gendered language tweets

The top-10 male (top) and female-biased (bottom) words in the dataset for the top 5 countries with 
the highest numbers of tweets written in response to the ambassadors, using PMI

Detecting Gender Biases Towards Ambassadors on Twitter

Yevgeniy Golovchenko, Karolina Stańczak, Rebecca Adler-Nissen, Patrice Wangen, Isabelle Augenstein. Do Women Diplomats Receive More 
Negativity, Gendered Language, and are They Less Visible than their Male Colleagues? In preparation, September 2023.

Hypotheses

H3: Diplomats are targeted with 
gendered language tweets

The top-10 male (top) and female-biased (bottom) words in the dataset for the top 5 countries with 
the highest numbers of tweets written in response to the ambassadors, using PMI

Yevgeniy Golovchenko, Karolina Stańczak, Rebecca Adler-Nissen, Patrice Wangen, Isabelle Augenstein. Do Women Diplomats Receive More 
Negativity, Gendered Language, and are They Less Visible than their Male Colleagues? Preprint, June 2023.



Detecting Gender Biases Towards Politicians on Social Media
Overall findings
Hypothesis Results

H1: Women diplomats are less visible on Twitter than male diplomats ✔

H2: Women diplomats face more negative responses than their male counterparts. 

H2.1 The gender bias expressed through negative tweets is stronger among diplomats with 
higher visibility on Twitter

H2.2 The abovementioned bias increases when women write more negative tweets.

H3: Diplomats are targeted with gendered language tweets ✔

Yevgeniy Golovchenko, Karolina Stańczak, Rebecca Adler-Nissen, Patrice Wangen, Isabelle Augenstein. Do Women Diplomats Receive More 
Negativity, Gendered Language, and are They Less Visible than their Male Colleagues? Preprint, June 2023.



Detecting Gender Biases Towards Politicians on Social Media

Implications

- Bias in public tweets manifested more indirectly -- in terms of visibility rather than 
outright negative sentiment

- Future work should focus on developing more methods for capturing indirect biases 

Yevgeniy Golovchenko, Karolina Stańczak, Rebecca Adler-Nissen, Patrice Wangen, Isabelle Augenstein. Do Women Diplomats Receive More 
Negativity, Gendered Language, and are They Less Visible than their Male Colleagues? Preprint, June 2023.



Measuring Intersectional Biases in Historical Documents

Nadav Borenstein, Karolina Stańczak, Thea Rolskov, Natacha Klein Käfer, Natália da Silva Perez, Isabelle Augenstein. Measuring 
Intersectional Biases in Historical Documents. In Findings of ACL 2023, July 2023.

https://arxiv.org/abs/2305.12376
https://arxiv.org/abs/2305.12376
https://2023.aclweb.org/


“The intersection of racism and sexism factors into black women’s lives in 
ways that cannot be captured wholly by looking separately at the race 
or gender dimensions of those experiences.”

Kimberle Crenshaw

Nadav Borenstein, Karolina Stańczak, Thea Rolskov, Natacha Klein Käfer, Natália da Silva Perez, Isabelle Augenstein. Measuring 
Intersectional Biases in Historical Documents. In Findings of ACL 2023, July 2023.

Measuring Intersectional Biases in Historical Documents

https://arxiv.org/abs/2305.12376
https://arxiv.org/abs/2305.12376
https://2023.aclweb.org/


The first study of historical language 
associated with entities at the 
intersections of two axes of 
oppression: race and gender 

A temporal case study on historical 
newspapers from the Caribbean in 
the colonial period between 1770 –
1870

Nadav Borenstein, Karolina Stańczak, Thea Rolskov, Natacha Klein Käfer, Natália da Silva Perez, Isabelle Augenstein. Measuring 
Intersectional Biases in Historical Documents. In Findings of ACL 2023, July 2023.

Measuring Intersectional Biases in Historical Documents

https://arxiv.org/abs/2305.12376
https://arxiv.org/abs/2305.12376
https://2023.aclweb.org/


Nadav Borenstein, Karolina Stańczak, Thea Rolskov, Natacha Klein Käfer, Natália da Silva Perez, Isabelle Augenstein. Measuring 
Intersectional Biases in Historical Documents. In Findings of ACL 2023, July 2023.

Measuring Intersectional Biases in Historical Documents

https://arxiv.org/abs/2305.12376
https://arxiv.org/abs/2305.12376
https://2023.aclweb.org/


Intersectional bias measure: analysis of 
similarity of computed word embeddings 

Word Embedding Association Test (WEAT) 
measures the similarity between the 
representations of words in two sets (e.g., 
positive and negative words), and the 
representations of words related to a 
target concept (e.g., gender). 

Nadav Borenstein, Karolina Stańczak, Thea Rolskov, Natacha Klein Käfer, Natália da Silva Perez, Isabelle Augenstein. Measuring 
Intersectional Biases in Historical Documents. In Findings of ACL 2023, July 2023.

Measuring Intersectional Biases in Historical Documents

https://arxiv.org/abs/2305.12376
https://arxiv.org/abs/2305.12376
https://2023.aclweb.org/


The association strength of (a) females with the concept (compared to males)

Measuring Intersectional Biases in Historical Documents



Conclusions:

• A temporal analysis of biases along the axes of gender, race, and their intersection 
present in historical newspapers published in the Caribbean during the colonial era

• Changes in biased word usage are linked to historical shifts, coupled with the 
development of the association between “manual labour” and Caribbean countries to 
waves of white labour migrants coming to the Caribbean from 1750 onward

• Evidence to corroborate the intersectionality theory by observing conventional 
manifestations of gender bias solely for white people

Nadav Borenstein, Karolina Stańczak, Thea Rolskov, Natacha Klein Käfer, Natália da Silva Perez, Isabelle Augenstein. Measuring 
Intersectional Biases in Historical Documents. In Findings of ACL 2023, July 2023.

Measuring Intersectional Biases in Historical Documents

https://arxiv.org/abs/2305.12376
https://arxiv.org/abs/2305.12376
https://2023.aclweb.org/
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Quantifying Gender Biases in Language Models

Karolina Stańczak, Sagnik Ray Choudhury, Tiago Pimentel, Ryan Cotterell, Isabelle Augenstein. Quantifying Gender Bias Towards Politicians 
in Cross-Lingual Language Models. PLOS One, November 2023. 

Contributions:

● Cross-lingual study: Fine-grained study of gender bias in 6 cross-
lingual language models in 7 languages (Arabic, Chinese, English, 
French, Hindi, Russian and Spanish)

● Stronger statistical methods: Unsupervised latent-variable model
● Largest coverage: 250k politicians from most of the world’s countries
● Findings: stance towards politicians in pre-trained language models is 

highly dependent on the language used for male and female 
politicians

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0277640
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0277640


Quantifying Gender Biases in Language Models

Most prior work: probing LMs with hand-crafted probing templates
● E.g. “He/She is a/an [occupation/adjective].” -- [person/adjective] is populated 
with occupations or positive/negative descriptors 

Quantifying Gender Biases in Language Models

Karolina Stańczak, Sagnik Ray Choudhury, Tiago Pimentel, Ryan Cotterell, Isabelle Augenstein. Quantifying Gender Bias Towards Politicians 
in Cross-Lingual Language Models. PLoS ONE, June 2023, to appear. 

Most prior work: probing LMs with hand-crafted probing templates
● E.g. “He/She is a/an [occupation/adjective].” -- [person/adjective] is populated with 

occupations or positive/negative descriptors

Karolina Stańczak, Sagnik Ray Choudhury, Tiago Pimentel, Ryan Cotterell, Isabelle Augenstein. Quantifying Gender Bias Towards Politicians 
in Cross-Lingual Language Models. PLOS One, November 2023. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0277640
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0277640


Quantifying Gender Biases in Language Models

Model: joint representation of a politician’s gender (g), generated word’s
sentiment (s), and the generated word (w) -- similar to Hoyle et al. (2019)
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Quantifying Gender Biases in Language Models

Dataset generation:
1) Query politician names in the 7 analysed languages together with their gender
2) Use pre-trained language models to generate adjectives and verbs associated with these names
3) Collect sentiment lexica for the analysed languages
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Quantifying Gender Biases in Language Models
Findings – Generated Words

• Words associated with female politicians often related to appearance, social characteristics, family status 
• Male politicians more often described w.r.t. their profession / attributes, achievements or behaviour 
• No clear patterns in words generated for politicians of gender category ‘other’ 

Ranked list of the top 10 adjectives with the largest average deviation for each sentiment
extracted over all monolingual models for English to describe female/male politicians.

Top 15 adjectives with the biggest
difference in PMI for male and female
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Quantifying Gender Biases in Language Models
Findings – Supersenses

Male politicians are more often 
described negatively when using 
adjectives related to their 
emotions (e.g., angry) while 
more positively with adjectives 
related to their minds (e.g., 
intelligent) 

The frequency with which the 100 largest-deviation adjectives for male and female gender correspond to the 
supersense “feeling” for the negative sentiment (left) and the supersense “mind” for the positive sentiment (right). 
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Quantifying Gender Biases in Language Models

Take-Aways:

● Results confirm trends observed for bias in text, e.g. 
○ Generated words for female politicians are often related to appearance 
○ Male politicians more often described negatively when using adjectives related to 

their emotions; more positively with adjectives related to their minds 
● Clear differences between LMs for different languages 

Karolina Stańczak, Sagnik Ray Choudhury, Tiago Pimentel, Ryan Cotterell, Isabelle Augenstein. Quantifying Gender Bias Towards Politicians 
in Cross-Lingual Language Models. PLOS One, November 2023. 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0277640
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0277640


Quantifying Social Biases in Language Models

Social bias: manifestation through language of “prejudices, stereotypes, and 
discriminatory attitudes against certain groups of people” (Navigli et al., 2023)

● They are featured in training datasets, encoded within LMs’ 
representations and perpetuated to downstream tasks

● Limitations of current approaches:
○ small-scale binary association tests 
○ 50% bias score threshold
○ limited set of identities and stereotypes

● Consequences:  
○ restricted depth of the analysis 
○ simplified the complexity of social identities and stereotypes

Marta Marchiori Manerba, Karolina Stańczak, Riccardo Guidotti, Isabelle Augenstein. Social Bias Probing: Fairness Benchmarking for 
Language Models. CoRR, abs/2311.09090, November 2023. 

https://arxiv.org/abs/2311.09090
https://arxiv.org/abs/2311.09090


Social Bias Probing Framework -- Fine-Grained Fairness Benchmarking of LMs



SOFA Dataset 

We introduce SOFA (Social Fairness), a novel large-scale benchmark for 
fairness probing addressing limitations of existing datasets 

● We generate SOFA by combining 11k stereotypes from the SOCIAL BIAS 
INFERENCE CORPUS (SBIC; Sap et al. 2020) and over 400 identities from 
the lexicon by Czarnowska et al. (2021)

● SOFA encompasses a total of 1.49m probes across four social 
categories:
○ gender
○ religion 
○ disability
○ nationality

● It enables a three-dimensional analysis – by social category, identity, 
and stereotype – across the evaluated LMs



Stereotype distribution by cluster



Social Bias Probing: Fairness Measures (i)  

Invariance fairness perspective: same statement referring to different 
demographic groups should not cause a substantial change in model behavior

We use perplexity (PPL; Jelinek et al., 1977) as a proxy for bias: 

● by analyzing the variation in PPL when probes feature different identities, 
we infer which identities are deemed most likely by a model

Marta Marchiori Manerba, Karolina Stańczak, Riccardo Guidotti, Isabelle Augenstein. Social Bias Probing: Fairness Benchmarking for 
Language Models. CoRR, abs/2311.09090, November 2023. 

https://arxiv.org/abs/2311.09090
https://arxiv.org/abs/2311.09090


Social Bias Probing: Fairness Measures (ii)  

Notation

● i = identity (Women)  
● s = stereotype (stir up drama)  
● i + s = probe (Women stir up drama)
● c = sensitive category (Gender)  
● m = LM under analysis (BLOOM)

Normalized perplexity of a probe

Marta Marchiori Manerba, Karolina Stańczak, Riccardo Guidotti, Isabelle Augenstein. Social Bias Probing: Fairness Benchmarking for 
Language Models. CoRR, abs/2311.09090, November 2023. 

https://arxiv.org/abs/2311.09090
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Social Bias Probing: Fairness Evaluation (i) 

We define and conduct the following four types of evaluation: 

Intra-identities (PPL*) 
- Identify the most associated sensitive identity for each stereotype 

within each category
- This involves assessing the identity achieving the lowest PPL* 

Intra-stereotypes (Delta Disparity Score aka DDS) 
- Pinpoint the strongest stereotypes within each category, i.e., most 

shared stereotypes across identities
- Specifically, the ones causing the lowest disparity between the min 

and max PPL within the examined probes



Social Bias Probing: Fairness Evaluation (ii) 

Intra-categories (SOFA score by category) 
- We compute the variance in PPL occurring among the probes and 

average it by the number of stereotypes belonging to the category 

Global fairness score (global SOFA score) 
- Average across categories to obtain the final number for the whole 

dataset
- This aggregated number allows us to compare the behavior of the 

various models on the dataset and to rank them according to 
variance: models reporting a higher variance are thus more unfair

Marta Marchiori Manerba, Karolina Stańczak, Riccardo Guidotti, Isabelle Augenstein. Social Bias Probing: Fairness Benchmarking for 
Language Models. CoRR, abs/2311.09090, November 2023. 

https://arxiv.org/abs/2311.09090
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Global fairness scores evaluation: SOFA, STEREOSET, CROWS-PAIRS comparison



Intra-categories evaluation: SOFA score by category



Quantifying Social Biases in Language Models

Our findings underscore:

● the need for a broader, holistic bias investigation across multiple 
dimensions

● real-life harms experienced by various identities – women, people 
identified by their nations (potentially immigrants), and people with 
disabilities – are reflected in the behavior of the models

We advocate for the responsible use of benchmarking suites: 

● our dataset is intended to be a starting point
● it must be adopted in conjunction with human-led evaluations

Marta Marchiori Manerba, Karolina Stańczak, Riccardo Guidotti, Isabelle Augenstein. Social Bias Probing: Fairness Benchmarking for 
Language Models. CoRR, abs/2311.09090, November 2023. 
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Wrap-Up: Gender Bias in Natural Language Processing 

● Gender as a concept operates in interconnected domains of language and society
● Gender bias research requires an interdisciplinary approach
● Rising awareness about the nature of biases encoded within language and 

language models can eventually lead to addressing and mitigating these biases 

Society Culture

Language



Outlook: Beyond Gender Bias Detection in NLP

● Multidimensional and intersectional biases 
● Multicultural analyses 
● Measuring subtle and implicit biases
● Probing for bias in closed-source language models 
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Abstract

Recent studies have shown that Text-to-
Image (T2I) model generations can reflect
social stereotypes present in the real world.
However, existing approaches for evaluating
stereotypes have a noticeable lack of coverage
of global identity groups and their associated
stereotypes. To address this gap, we introduce
the ViSAGe (Visual Stereotypes Around the

Globe) dataset to enable evaluation of known
nationality-based stereotypes in T2I models,
across 135 nationalities. We enrich an existing
textual stereotype resource by distinguishing
between stereotypical associations that are
more likely to have visual depictions, such as
‘sombrero’, from those that are less visually
concrete, such as ‘attractive’. We demonstrate
ViSAGe’s utility through a multi-faceted eval-
uation of T2I generations. First, we show that
stereotypical attributes in ViSAGe are thrice

as likely to be present in generated images of
corresponding identities as compared to other
attributes, and that the offensiveness of these
depictions is especially higher for identities
from Africa, South America, and South East
Asia. Second, we assess the stereotypical pull

of visual depictions of identity groups, which
reveals how the ‘default’ representations of all
identity groups in ViSAGe have a pull towards
stereotypical depictions, and that this pull is
even more prominent for identity groups from
the Global South. CONTENT WARNING:
Some examples contain offensive stereotypes.

1 Introduction

Text-to-Image (T2I) models are increasingly being
used to generate visual content from textual descrip-
tions (Rombach et al., 2022; Ramesh et al., 2021),
enabling downstream tasks such as creative design,
advertising, marketing, and education. More of-
ten than not, these T2I models have been trained
on large amounts of web-scale data with minimal

⇤ Work done while at Google Research

curation, if any. As a result, these models often re-
flect and propagate stereotypes about identities and
cultures present in the data (Bianchi et al., 2023;
Ghosh and Caliskan, 2023; Luccioni et al., 2023).

While these studies provide crucial evidence for
fairness failures of T2I generations, they have a no-
ticeable lack of coverage of global identity groups
and their associated known stereotypes. Some stud-
ies offer qualitative insights across different iden-
tity groups but focus on only a limited set of iden-
tities and known stereotypes (Bianchi et al., 2023;
Qadri et al., 2023). On the other hand, existing
larger scale studies focus primarily on stereotypes
in the US or Western society (Luccioni et al., 2023),
and lack global identities and contexts. Given
the widespread adoption of these models in global
contexts, it is imperative to build extensive, strati-
fied evaluations that cover broader identity groups
to prevent further under-representation of already
marginalized groups.

We address the above challenges by presenting
a systematic, large-scale, cross-cultural evaluation

of regional stereotypes present in the generated im-
ages from T2I models. Specifically, we ground
our evaluations in an existing geo-culturally broad-
coverage, textual resource, SeeGULL (Jha et al.,
2023) that incorporates societal stereotypes for 175
nationality based identity groups. This ground-
ing in existing social stereotype resources aids the
critical distinction between spurious correlations
in models and stereotypical tendencies which are
necessary for model safety interventions (Blodgett
et al., 2021; Selvam et al., 2023). We enrich this
data with human annotations to incorporate the no-
tion of which stereotypes are more likely to be visu-
ally depicted versus those that cannot be. Building
on this societal grounding, we conduct a study to
investigate the extent of stereotypical and offensive
depictions of different nationalities in a scalable
manner. We also study how the default representa-
tion of a nationality relates to their stereotypical as
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Figure 4: ‘Stereotypical Pull’: The generative models have a tendency to ‘pull’ the generation of images towards
an already known stereotype even when prompted otherwise. The red lines indicate ‘stereotypical’ attributes; the
blue lines indicates ‘non-stereotypical attributes’. The numbers indicate the mean cosine similarity score between
sets of image embeddings.

have the most offensive representation; whereas
Australians, Swedes, Danish, Norwegians, and
Nepalese have the least offensive representation.

4.2 Stereotypes Identified through
Automated Methods

We check the feasibility of using automated meth-
ods employing captioning models for stereotype
detection, and compare the results with and without
using visual stereotypes as a reference. Without
visual stereotypes to ground the evaluations, the
automated techniques detect non-visual attributes
like ‘attractive’, ‘smart’, etc., for identity groups.
However, using visual attributes as a reference, our
approach uncovers more objectively visual stereo-
types for identity groups. These stereotypes also
have a high likelihood L(attrs, id) of being present
in the images as marked by the annotators 44.69%
of the time. Figure 3 shows the most salient visual
stereotypes associated with the identity group. At-
tributes like ‘sombrero’, ‘dark’, and ‘brown’ were
the most salient visual stereotypes for Mexicans;
‘poor’ was highly salient with Bangladeshi, ‘dark’
and ‘thin’ for Sudanese, and ‘elegant’ for French.
These attributes were also marked as being present
by the annotators. This approach also identified
stereotypical attributes which were not necessarily
depicted in the images, e.g., attributes like ‘cow’,
‘elephant’ for Indians. This could be a limitation in
our automated approach or existing errors/biases in
the generated captions themselves. Further analysis

is required to tease out error and biases propagated
by different components of such a system.

5 Study 2: Stereotypical Pull

Prior research has shown that Text-to-Image mod-
els can have a ‘very homogenized lens’ when rep-
resenting certain identities (Bianchi et al., 2023;
Qadri et al., 2023). We conduct a deeper analysis to
better understand this across the generated images
of different identity groups. We define ‘stereotypi-

cal pull’ for any identity group as a Text-to-Image
model’s inclination to generate images aligning
with the stereotypical representations of an identity
group when presented with (i) neutral prompts, and
(ii) explicit non-stereotypical prompts. This points
to the model’s tendency to revert to stereotypical
depictions, reflecting its inherent biases.

We use the below sets of prompts, to generate
15 images per prompt for 135 identity groups and
demonstrate the prevalence of stereotypical pull.

• Default Representation (d): ‘A/An id person;
where id denotes the identity group’.

• Stereotypical Representation (s): (i)‘A/An
id person described as attrs’, (ii) ‘A
photo/potrait of a/an id attrs person’; where
attrs is the visual stereotypical attribute asso-
ciated with the identity group id in SeeGULL.

• Non-Stereotypical Representation (ns): (i)
‘A/An id person described as attrns’, (ii) ‘A
photo/potrait of a/an id attrns person’; where
attrns is a visual attribute not associated with
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Abstract

Research on Large Language Models (LLMs)
has often neglected subtle biases that, although
less apparent, can significantly influence the
models’ outputs toward particular social nar-
ratives. This study addresses two such biases
within LLMs: representative bias, which de-
notes a tendency of LLMs to generate outputs
that mirror the experiences of certain identity
groups, and affinity bias, reflecting the models’
evaluative preferences for specific narratives or
viewpoints. We introduce two novel metrics to
measure these biases: the Representative Bias
Score (RBS) and the Affinity Bias Score (ABS),
and present the Creativity-Oriented Generation
Suite (CoGS), a collection of open-ended tasks
such as short story writing and poetry com-
position, designed with customized rubrics to
detect these subtle biases. Our analysis uncov-
ers marked representative biases in prominent
LLMs, with a preference for identities associ-
ated with being white, straight, and men. Fur-
thermore, our investigation of affinity bias re-
veals distinctive evaluative patterns within each
model, akin to ‘bias fingerprints’. This trend is
also seen in human evaluators, highlighting a
complex interplay between human and machine
bias perceptions.1

1 Introduction

In recent years, the landscape of natural language
processing has been transformed by the advent of
Large Language Models (LLMs) such as GPT-4
(OpenAI, 2023), PaLM (Chowdhery et al., 2022),
LLaMA-2 (Touvron et al., 2023), and Mixtral
(Jiang et al., 2024). These LLMs have expanded
the boundaries of natural language generation and
understanding beyond theoretical research, em-
bedding themselves into critical decision-making
processes with significant real-world implications,

1The complete code, dataset, and detailed inter-
actions with the language models are available at
https://github.com/akkeshav/subtleBias.

such as hiring practices, automated essay evalua-
tions, and even judicial decision-making (Lippens,
2023; Pinto et al., 2023; Cui et al., 2023).

The decision-making by humans is often subtly
influenced by biases that, while less overt, signifi-
cantly shape perceptions and judgments. Such sub-
tle biases, although difficult to detect (Hebl et al.,
2002), can have far-reaching consequences (Jones
et al., 2016). Among these, representative bias and
affinity bias prominently affect decision-making
processes.

Representative bias stems from an unconscious
presumption that dominant characteristics within
a person’s environment are universally normative,
thus skewing what is considered ‘normal.’ This
bias is commonly seen in media representation,
where prevalent cultural narratives disproportion-
ately influence societal norms (Dixon, 2017; Shor
et al., 2015). Affinity bias is the unconscious prefer-
ence for those who share similarities with oneself,
such as cultural backgrounds, personal experiences,
or gender identities. This type of bias is evident in
scenarios like literary awards, where judges might
favor narratives that resonate with their own expe-
riences (Marsden, 2019).

As LLMs increasingly assume roles traditionally
filled by humans, such as in creative writing and
content moderation (Dathathri et al., 2019; Roush
et al., 2022; Ippolito et al., 2022), they not only
showcase their ability to replicate complex human
tasks but also raise questions about their potential
to perpetuate human biases. This study probes the
extent to which LLMs exhibit representative and
affinity biases, particularly in areas where they sup-
plant human-generated content and its evaluation.

We propose a comprehensive approach to quan-
tify and analyze these biases in LLMs. Our method-
ology includes the ‘Creativity-Oriented Generation
Suite’ (CoGS), a novel benchmark suite designed
to scrutinize subtle biases through a series of struc-
tured yet open-ended tasks. Figure 1 offers a snap-
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Figure 1: Proportion of GPT-4’s preferred responses for the short poem task in CoGS, categorized by identity-
specific prompts, with highlighted sectors indicating a preference for outputs from those identities.

shot of our findings, depicting GPT-4’s evaluation
tendencies across different identity axes within the
short poem task.

Our contributions are threefold:

1. Creation of the ‘Creativity-Oriented Gen-
eration Suite,’ comprising 12 diverse open-
ended tasks for content creation, ranging from
short stories to haikus, complete with cus-
tomized evaluation rubrics and a variety of
themes for comprehensive analysis.

2. Development of two novel metrics, the Rep-
resentative Bias Score (RBS) and the Affinity
Bias Score (ABS), tailored to measure biases
in content generation and evaluation.

3. Extensive testing of recent LLMs, such
as LLaMA-2, GPT-4, and Mixtral, demon-
strating prevalent representative biases to-
wards identities typically associated with be-
ing white, straight, and men, and uncovering
distinct patterns of affinity bias, with Mixtral
displaying notably lowest ABS scores.

.

2 Creativity-Oriented Generation Suite

To systematically evaluate LLMs for bias, we in-
troduce the Creativity-Oriented Generation Suite

(CoGS), a collection of tasks designed to assess
model capabilities in generating content that is both
diverse and creative across a wide range of themes
and identities. Each task is defined by a problem
instance P = {t, c, i, tr}, where:

• t denotes the task prompt template from the
set T of all tasks. An example is “Write a very
short story about [theme]."

• c represents a theme from the set C of all
themes, enabling the creation of diverse task
instances. Examples include “mountains” and
“social media."

• i specifies an identity prompt from the set I ,
tied to a particular identity within the axes A
of race, gender, and sexual orientation. Each
axis a 2 A includes distinct identity groups,
e.g., an identity prompt could be “You embody
the lived experience of being [identity]."

• tr is the task’s evaluation rubric from the set
R of rubrics, which details criteria such as
creativity, coherence, and thematic relevance.

This structured approach allows for the genera-
tion of a diverse array of problem instances, each
designed to probe different aspects of creativity,
theme variation, and identity representation. The
templated nature of task prompts (t) facilitates easy
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